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Abstract: The interval neutrosophic uncertain linguistic alies can easily express the
indeterminate and inconsistent information in reakld, and TOPSIS is a very effective
decision making method more and more extensivécapipns. In this paper, we will extend
the TOPSIS method to deal with the interval newpbsc uncertain linguistic information,
and propose an extended TOPSIS method to solventhigple attribute decision making
problems in which the attribute value takes thenfaf the interval neutrosophic uncertain
linguistic variables and attribute weight is unkmowFirstly, the operational rules and
properties for the interval neutrosophic varialdes introduced. Then the distance between
two interval neutrosophic uncertain linguistic \adoles is proposed and the attribute weight is
calculated by the maximizing deviation method, #imel closeness coefficients to the ideal
solution for each alternatives. Finally, an illastve example is given to illustrate the decision
making steps and the effectiveness of the propostod.
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I-Introduction

F. Smarandache [7] proposed the neutrosophic s&) (by adding an independent
indeterminacy-membership function. The conceptnautrosophic set is generalization of
classic set, fuzzy set [25], intuitionistic fuzzst $22], interval intuitionistic fuzzy set [23,24]
and so on. In NS, the indeterminacy is quantifieglieitty and truth-membership,
indeterminacy membership, and false-membership @mpletely independent. From
scientific or engineering point of view, the nesiwphic set and set- theoretic view, operators
need to be specified .Otherwise, it will be difficto apply in the real applications. Therefore,
H. Wang et al [8] defined a single valued neutrdsoget (SVNS) and then provided the set



theoretic operations and various properties oflsinglued neutrosophic sets. Furthermore,
H. Wang et al.[9] proposed the set theoretic opmraton an instance of neutrosophic set
called interval valued neutrosophic set (IVNS) whis more flexible and practical than NS.
The works on neutrosophic set (NS) and intervalecgneutrosophic set (IVNS), in theories
and application have been progressing rapidly (£.¢.4,6,7,8,9,10,11,12,13,14,15,16,17,
,18,19,20,21,27,28, 29,30, 31,32,33,35,36,37,380391,42,43,44,45,46,47,48,53].

Multiple attribute decision making (MADM) problemare of importance in most kinds of
fields such as engineering, economics, and manageinemany situations decision makers
have incomplete , indeterminate and inconsistdotrnmation about alternatives with respect
to attributes. It is well known that the convenaband fuzzy or intuitionistic fuzzy decision
making analysis [26, 50, 51,] using different tages tools have been found to be
inadequate to handle indeterminate an inconsistiath. So, Recently, neutrosophic
multicriteria decision making problems have beayppsed to deal with such situation.

TOPSIS (Technique for Order Performance by Sinmyao Ideal Solution) method, initially
introduced by C. L. Hwang and Yoon [3], is a widaked method for dealing with MADM
problems, which focuses on choosing the alternatité the shortest distance from the
positive ideal solution (PIS) and the farthestatise from the negative ideal solution (NIS).
The traditional TOPSIS is only used to solve theigien making problems with crisp
numbers, and many extended TOPSIS were proposeeéatavith fuzzy information. Z. Yue
[55] extended TOPSIS to deal with interval numb&slee et al.[5] extend TOPSIS to deal
wit fuzzy numbers, P. D. Liu and Su [34], Y. Q. Waid Liu [49] extended TOPSIS to
linguistic information environments, Recently, Zhang and C. Wu [53] proposed the
single valued neutrosophic or interval neutrosogf®PSIS method to calculate the relative
closeness coefficient of each alternative to theglei valued neutrosophic or interval
neutrosophic positive ideal solution, based on Wwhite considered alternatives are ranked
and then the most desirable one is selected. RaBigt al. [32] introduced single —valued
neutrosophic multiple attribute decision making kpeon with incompletely known or
completely unknown attribute weight information éd®n modified GRA.

Based on the linguistic variable and the concdpnierval neutrosophic sets, J. Ye [19]
defined interval neutrosophic linguistic variabbes well as its operation principles, and
developed some new aggregation operators for therval neutrosophic linguistic
information, including interval neutrosophic lingtic arithmetic weighted average
(INLAWA) operator, linguistic geometric weightederage(INLGWA) operator and discuss
some properties. Furthermore, he proposed thaidaainaking method for multiple attribute
decision making (MADM) problems with an illustratexkample to show the process of
decision making and the effectiveness of the pregosethod. In order to process
incomplete, indeterminate and inconsistent inforomtmore efficiency and precisely J. Ye
[20] further proposed the interval neutrosophic artain linguistic variables by combining
uncertain linguistic variables and interval neubq@sic sets, and proposed the operational
rules, score function , accuracy functions ,andaggy function of interval neutrosophic
uncertain linguistic variables. Then the intervautrosophic uncertain linguistic weighted
arithmetic averaging (INULWAA) and the interval uteosophic uncertain linguistic
weighted arithmetic averaging (INULWGA) operatoe aeveloped, and a multiple attribute
decision method with interval neutrosphic uncertaiguistic information was developed.

To do so, the remainder of this paper is set otiblésns. Section 2 briefly recall some basic
concepts of neutrosphic sets, single valued neypios sets (SVNSSs), interval neutrosophic
sets(INSs), interval neutrosophic linguistic valesband interval neutrosophic uncertain



linguistic variables. In section 3, we develop atterded TOPSIS method for the interval
neutrosophic uncertain linguistic variables, Intsec4, we give an application example to
show the decision making steps, In section 5, apewison with existing methods are
presented. Finally, section 6 concludes the paper.

[I-Preliminaries

In the following, we shall introduce some basic agpts related to uncertain linguistic
variables, single valued neutrosophic set, intenaltrosophic sets, interval neutrosophic
uncertain linguistic sets, and interval neutrosoplimicertain linguistic set.

2.1 Neutrosophic sets

Definition 2.1 [7]
Let U be a universe of discourse then the neuttasget A is an object having the form
A = {<x: Ta(X), Ia(X), Fa(x) >, x€ X },
Where the functionsTa(x), Ia(X), Fa(x): U—]0,1+[define respectively the degree of
membership, the degree of indeterminacy, and theedeof non-membership of the element x
€ X to the set A with the condition.

"0 < supTa(x) +supla(x) +supFa(x) < 3. (1)
From philosophical point of view, the neutrosopbét takes the value from real standard or
non-standard subsets 00]1'[. So instead of P,1'[ we need to take the interval [0,1] for
technical applications, becaus8,]l'[will be difficult to apply in the real applicatiemsuch as
in scientific and engineering problems.
2.2 Single valued Neutrosophic Sets
Definition 2.2 [8]
Let X be an universe of discourse, then the neapios set A is an object having the form
A = {<x: Ta(X), Ia(x), Fa(x) >, x€ X},
where the functionTa(x),Ia(x), Fa(x) : U—[0,1]define respectively the degree of
membership , the degree of indeterminacy, and ¢gee@ of non-membership of the element
X € X to the set A with the condition.

0< Ta(X) +Ia(X) +Fa(X) <3 (2)

Definition 2.3 [8 ]

A single valued neutrosophic set A is containedrinther single valued neutrosophic set
Bi.e. AC B if vx € U, Ta(X) < Tg(X), Ia(X) > Ig(X), Fa(x) > Fg(X). (3)

2.3 Interval Neutrosophic Sets

Definition 2.4[9]

Let X be a space of points (objects) with geneleenents in X denoted by x. An interval
valued neutrosophic set (for short IVNS) A in Xclsaracterized by truth-membership
functionT, (x), indeteminacy-membership functibg(x) and falsity-membership
functionF, (x). For each point x in X, we have thHai(x), 15 (x), Fo(x) € [0 ,1].

For two IVNS,  Awyns= {<x, [TE().TY @], [15), IS ()], [FY (), FY ()] > |x € X} (4)
And Byns= {<X, [TE(x), T (0], [15x), 1§ ()], [F5(x),FY (x)]> |x € X } the two relations
are defined as follows:

(1) Ans € Bvns If and only if Ty (x) < T (%), T (x) < Tg (x), 13 (%) = I5(x) JR(x) =
I5(¥) , FE() = FE(x) F{(X) = F3 (%)

(2)Aryns = Biyns if and only if , Ty (x) =Tg(x) I (%) =Ig(x) [Fa(x) =Fg(x) for anyx € X



The complement ofl;yys is denoted byi9, s and is defined by
Afyns={<x, [FE(0, FR(01>, [1 = IR (0), 1 = 13(0] [TL(),TY (0] | x € X }

ANB ={ <x, [min(Tx(x),T (%)), min(Ty (), T3 ()], [max(Ix ()15 (),
max (% ()15 (0], [maxFx (0),F5(x)), maxF(x),F5 ()] > x € X }
AUB ={ <x, [max(Tx (x),T (x)), max(Tx (x),T5 ()], [min(15 (x).15 (X)),
min(IX (x),15 (0], [min(Fz (x),F5 (%)), min(FX (x),F5 ()] >: x € X }

2.4 Uncertain linguistic variable.

A linguistic set is defined as a finite and comelgirdered discreet term set,

S=(sg, S1---»S;-1), Where | is the odd value. For example, when th&,linguistic term set S
can be defined as follows: Ssg{extremely low);s, (very

low); s, (low); s3(medium);s,(high); sc(very high);s¢(extermley high)}

Definition 2.5. SUppos& = [s,, sp], Wheres,, s, € § with a< b are the lower limit and the
upper limit of S, respectively.Thef is called an uncertain linguitic varaible.

Definition 2.6. SUPPOSE; = [Sq,» Sp,] @and3; =[sq,,sp,] are two uncertain linguistic
variable ,then the distance betweégrands, is defined as follows.

L 1
d (51, 57) :ﬁ (laz — aq|+|by — byl) (5)

2.5 Interval neutrosophic linguistic set

Based on interval neutrosophic set and linguistiéables, J. Ye [18] presented the extension
form of the linguistic set, i.e, interval neutrobgplinguistic set, which is shown as follows:
Definition 2.7 :[19] An interval neutrosophic linguistic set A in X cba defined as

A ={<X, Se(x), (Ta(X), Ta(X), Fa(x))>| X € X} (6)

Wheresg ) € §, To(x) = [Tf(X), T4 (X)] S [0.1], Ia(x) = [Iz(x), L{ (X)] € [0.1], andF4(x) =
[FE(x), FY ()] € [0.1] with the condition G< T (x)+ I (x)+ FY(x) <3 for any xe X. The
function T,(x), I4(X) and F,(x) express, respectively, the truth-membershiprekegthe
indeterminacy —membership degree, and the falsagbership degree with interval values
of the element x in X to the linguistic varialsig,.

2.6 Interval neutrosophic uncertain linguistic set

Based on interval neutrosophic set and uncertaguistic variables, J.Ye [20] presented the
extension form of the uncertain linguistic set, irgerval neutrosphic uncertain linguistic set,
which is shown as follows:

Definition 2.8 :[20] An interval neutrosophic uncertain linguistic seinAX can be defined as
A ={<X[ Seys Spaols (TalX), 1a(X), Fa(X))>| x € X} (7)

Wheresg ) € §, To(x) = [Tf(X), T4 (X)] S [0.1], Ia(x) = [Iz(x), L{ (x)] € [0.1], andF4(x) =
[FE(x), FY(X)] € [0.1] with the condition G< TZ (x)+ I (x)+ FY(x) <3 for any xe X. The
function T,(x), [,(x) and F,(X) express, respectively, the truth-membershiprekegthe
indeterminacy —membership degree, and the falsdgbership degree with interval values
of the element x in X to the uncertain linguistariable [sqx), Sp(x)]-



Definition 2.9 Let ;=< [soq,) Span]s (TH@E)TU@E)], M@ @], [FLE).FUGE)D>

anda,={<x, [se(,), Span]s ((T*(@2), TV(a2)], [1"(a2).1"(a)], [F(a2).FY(az)])>
be two INULVs and\ > 0, then the operational laws of INULVs are defimesdollows:

a1 ® 3, =<[Sp(a,)+6(a,) SpG)+p@E,)]: ([T"(a,)+ TH(3z)- TH@E,) TH(@E,). TV (E)+ TV (ay)-
TY(a,) TY(&,)], [1(E) 1E;) 1Y(a,) 1V(a2)], [F“(4,) F(a;),FU(a,) F4(a,)])> (8)

a; ® d; =< [sg(a,)x0(,)]: ([Th(3,) TH@E,), TV(E,) TV(EL)], [1M(E,)+ IM@E,) - 1(E,) IM(E,),
19(3,)+19(3,)- 1V(a,) 1V(a,)], [F“(a,)+ F“(a;) - F(a,) F(ay), FY(3;)+ FY(3,) - FU(4,)
FU(a)))> ©)

My =<[Srp¢a,) Sapapl, ([1-(1 — TE@ED)1-(1 — TU@E DM, [A*@E))AY(@E))M,
[(F:@E ) (FY@E))M> (10

A=< [sgra,y Sprap LT EDM(TYED)Y, [1-(1 = M@ED), 11 — 1P @), [1-
(1-F-@)N" 1-(1 -F'GE))>

(11)

Obviously, the above operational results are INULVSs.

lll. The Extended TOPSIS for the Interval Neutrosophic Uncertain
Linguistic Variables

A. The description of decision making problems wit interval neutrosphic uncertain
linguistic information.

For the MADM problems with interval neutrosophic centain variables, there are m
alternatives A=4,, 4,,..., A,;) which can be evaluated by n attributes G=(,,..., C,) and
the weight of attributesd; is w;, and meets the conditions Ow; <1, ¥7_, w;=1.Suppose
z;; (=1, 2,..., n; j=1, 2,..., m) is the evaluation vauef alternatived; with respect to
attributec;

And it can be represented by interval neutrosopimcertain linguistic variable;;=
<Uxf;, xGLATh TS U, 1571, [F5, FY1)>, where kf;, x;]] is the uncertain linguistic

ij
variable, andc;, x{; € S, S =, s1,..., 51-1), T}, T}, 15, 1 andFf, FYf € [0, 1] and

ijo ijr Yijotijo ijr
0< T}} + IiL]’- +F}} <3. Suppose attribute weight vector Wg(ws,,... w,) is completely
unknown, according to these condition, we can thelalternativesA4;, 4,,..., 4,;)

B. Obtain the attribute weight vector by the maximzing deviation.
In order to obtain the attribute weight vector, fstly define the distance between two
interval neutrosophic uncertain variables.



Definition 3.1
Let 8y = <[sq,, sp, (L T4, TA) [k, IF), [Exs FAD)>, 82 = <[Sa,. su,).(L T, T51, [ 135, IE],
[F§, F§1)> and 33 = <[sq,,sp, . T¢, TE1, [1¢, I¢1, [FE, FP1)>, be any three interval
neutrosophic uncertain linguistic variables, &nde the set of linguistic variablegjs a
map, andf: S x S — R.If d@$;,§,) meets the following conditions

(1) 0 < dIVNS (§1| §2) < 1!dIVNS (§1, §1)= 0

(2) diyns (81, 52) = diyws (82, 51)

(3) dIVNS (§1| §2) + dIVNS (§2, §3) 2 dIVNS (§1, §3)
thend,,vs (51, §,) is called the distance between two interval vdlneutrosophic variables

Definition 3.2:

Lets; = <[sa,, 56,1.(L T4, TV1, LIk, I§), LEE, EYD)>ands, = <[sq,, 5,1, T, T8, L1,
191, [ FE, FY1)>, be any two interval neutrosophic uncertaingliistic variables ,then the
Hamming distance betwedn ands, can be defined as follows.

1
“20-D (lay X T — ap X Ti|+lay X TY — ay X T [+|ay X If — ay X I|+

lay X I — ap X Ig | *+|lay X Fj — ap X Fgl+|lay X Ff — ap X Fg/|+

+|by X TF — by X Th|+|by X TY — by x T¥|+|by X IX — b, x I5|+

|by X I¥ — by X 1¥|+|by; X F¥ — by X FE|+|b; X EY — b, X FY]) (12)

In order to illustrate the effectiveness of defomnt3.2, the distance defined above must meet
the three conditions in definition 3.1

diyns(81, §2) =

Proof

Obviously, the distance defined in (12) can mdetsconditions (1) and (2) in definition 3.1
In the following, we will prove that the distancefahed in (12) can also meet the condition
(3) in definition 3.1

For any one interval neutrosophic uncertain linggisariables; = <[s,,, sp,].([ TE, TY],
[1¢, 161, [ F¢. FE)>,
dns(S1, S3) :ﬁ (lay X Tf — ag X T +lag X T — ag X T |+|lay x Iy — a3 X I¢|+
lay X I —as X I¢ |+lay X Fj — az X F¢|+|lay x Ff — a3 x FJ/ |+

+|by X TF — by X Té|+|by X TY — by x TY|+|by X Ik — by x I|+

|by X I¥ — by X 1Y|+|b; X FF — by X FE|+|b; X EY — by X FY|)

RETTOY (lag XTF —a, X Ty +a, x Tk —az x TE|+|lay X TV —ay, x TY +a, x TY —

az; X TY|+|lay X Ik —a, X Ik +a, XI5 —ag X 15| +|lay X 1Y —ay X IY + ay X IY — a3 X
I¢|
+|a1XF£{“—a2XFBL-}-CIZXFBL—a3XFCL|+|a1XFAU—a2XFé]+a2XFg—a3XFg|
+|by X TF — by X Ty + by X T — by X TE|+|by X TY — by X TY + by X TY — by x
TY\+|by X Ik — by XI5 + by XI5 — by X Ik|+|by X IJ — by X IY + by X I¥ — by X I¥]
+|by X F¥ — by X FE + by X Fy — a3 x FE|+|by X EY — by x FY + by x FY — by X FY|

And



1
12(1-1)
Tl +lay X I — ay X If|+lay X Ik — ag X [E|+|ay X I —ay x 1§ |+|lay X If —az x I¢ |+

(la; X TF —a, X Th|+|lay X T —az x TE|+|lay x TY —ay x TV |+|la, X TY — a3 x

la; X Ff —ay X FE|+|la, X Fy — az X FE|+la; X EY —ay x F¥|+|lay, X FY —az x FY |+

I5|1+|by X I — by X Ig|+|by X If — by X I |+|by X I§ — by X I |+|by X Ff — by X

FL|+|by X FE — by X FE|+|by X EY — by X FY|+|b, X F§ — by X FY|)

:ﬁ (lag X Tf —ay x Tg|+|lay X T{ — ay X T§ [+lay X I} — ap X [g|+|la; X If —ay X
Ig |+lay X Ff — ay X Fg| +lag X Fj) — ap X Fg/|+|by X Tf — by X Tg|+|by X T}’ — by X

Tg |+|by X Iy — by X I5|+|by X I — by X If| +|by X Ff — by X Fg|+|by X F{ — by X Ffl |+
laz X T — az x T¢|+lay X Tg' — ag X T¢ |+lag X I§ — az X I¢|+|a; X I§ — ag X I¢ |+|a; X
FL —ag X F|+|la, X FY — a3 X FY|+|by X Th — by X TE|+|by X TY — by x TY|+|b, x Ik —
by X I§|+|by X I — b3 X I |+|by X F — by X Ff|+|by X Fg — b3 X F{|)

= aep (o X Ta = ap X Tgl+lay X T — ap X Tg [ *+lay X I — az X Igl+lay X Ij — az X

1Y\ +la; X FE —a, X FE| +la; X FY —a, X FY|+|by X TF — by, X T |+|by X TY — b, X
Tg |+|by X I — by X If|+|by X If — by X If| +|by X Ff — by X F§|+|by X Ff/ — by X F{|)+

1
oy a2 % TE — ay X TE|+la, X TY — az X TV |+ay X Ik — az x IE|+|ay X 1Y — as X

1Z|+|lay X FY — a; X FE|+|ay X FY — a3 X FY|+|by X Ty — by X TE|+|by X TY — by x
TY|+|by X I§ — by x Ik|+|by X I} — by X IY|+|b, X FE — by x FE|+|by, X FY — by X FY|)

=dIVNS (§1| §2) + dIVNS (§2| §3)
S0 ,dyns (81,52) +dyns (52, 83) = diyns (51, 53)

Especially, whenT/=T/, I1i=I1Y, FF=F{andTi=TY, 1=1Y, and Fi=FJthe interval
neutrosophic uncertain linguistic variablg§s s, can be reduced to single valued uncertain
linguistic variables. So the single valued neutptso uncertain linguistic variables are the
special case of the interval neutrosophic uncettaguistic variables.

Because the attribute weight is fully unknown, ves ©btain the attribute weight vector by
the maximizing deviation method. Its main idea bandescribed as follows. If all attribute
values z;; (=1, 2,..., n) in the attribut€; have a small difference for all alternatives, it
shows that the attribut€; has a small importance in ranking all alternativasd it can be
assigned a small attribute weight, especiallygllifattribute values;; (=1, 2,...,n) in the
attributeC; are equal, then the attributg has no effect on sorting, and we can set zerbeo t
weight of attributeC;. On the contrary, if all attribute valueg (j=1, 2,..., n) in the attribute
C; have a big difference, the attribut&; will have a big importance in ranking all
alternatives, and its weight can be assigned adlige.

Here, based on the maximizing deviation method,caestruct an optimization model to
determine the optimal relative weights of critetiader interval neutrosophic uncertain
linguistic environment. For the criteriof; € C, we can use the distandgz;, z;;) to
represent the deviation between attribute valagsandz, ;, andD;; =Y3L, d(z;j, z;) w; can
present the weighted deviation sum for the altéraat; to all alternatives, then



D; (wj)=Xi%1 Dij(wy)= XL, Xkeq d(zi), zj) w; presents the weighted deviation sum for all
alternativesD (w;)=X"-; D;j(w;)=X7-1 Xi%1 Xk=1d(zij, Zxj) wj, presents total weighted
deviations for all alternatlves with respect toattibutes.

Based on the above analysis, we can construct dimear programming model to select the
weight vector w by maximizing D (w),as follow:

{ Max D(W]-) = 12 21 Xk=1 d(2ij, 2kj) W (13)

s.t Z W] €[0,1],j=12,..,n

Then we can build Lagrange multiplier function, ayed

L(W],/D Z 12 12 1d(ZL]'Zk])W] +/1(Z] 1 ] 1)

OL(w;A) m
ow; -

oL(w;,2)
ow;

1d(zu,zk1)wj + 2Aw; =0
Let
= Z?:l ].2 —1=0

We can get
(
(2= [mpm, o (e z)>
w: = z::711Zk—1d(Zij'ij) (14)
L ! Jzn(zmlzk 14(2ij,2kj))?

Then we can get the normalized attribute weighd, lzave

- Z:n1zk 1d(Zqu])
J 27 12 1Zk 1d(ZL]ij)

(15)

C. The Extended TOPSIS Method for the Interval Neutosophic Uncertain linguistic
Information.
The standard TOPSIS method can only process thewueabers, and cannot deal with the
interval neutrosophic uncertain linguistic informoat In the following, we will extend
TOPSIS to process the interval neutrosophic unicettaguistic variables. The steps are
shown as follows

(1) Normalize the decision matrix
Considering the benefit or cost type of the attebealues, we can give the normalized matrix
R=(ry;), wherer;;=<[r}; {1, LA TS T51, Ui, 151, [ S, F1)> The normalization can be
made shown as follows.

(i) For benefit type,

{ rU = xU,r] = x] for(1<i<m, 1<j<n)
. L . . (16)
Ty =TE, TU T, I i =1f I Iy = = If], F = Flg,F =FY
(i) For cost type,
{ ) = neg(x;), v} =neg(x};) for(1<i<m, 1<j<n) a7)
=T T = 1Y, I = 1, 1Y = 1, R = P = B



(2) Construct the weighted normalize matrix

Y=[y;]
jlmxn
[ <[t il LA TS TAL Ui L TE ERD > <t oyl L (UTh T [ Il [ER FOD > ]
< [y%I vyéll]v]v ([ TleJ T2Ul]J [1%1'1511]' [ F2leF2Ul]) > wee < [y%n Jygn]v]v ([ TZanTzqn]v [ Ié‘nvIZUn]v [ FZanFZlil]) >
< [yrlfln vyrlr{n]:]: ([ Trlﬁn: Tr%n]v [ I:,l,‘m,i,l,lm], [ FrﬁnvFrgn]) >< [y‘rlﬁn :y‘rlr]m]v]v ([ T‘rlﬁn: T‘rlr{n]: [ I.rlhnvirlrlm]: [F:nl‘ln: Fnll]n]) >

Where
{ Yij = Wi = wiry (18)
TLI} =1-(1- Tiﬁ')wj'Tilj] =1-(1- Tilj'])Wj'i.l:l}' = (iiLj)Wj'Ig = (iiljj' i, FLI} = (Fiﬁ)w"'ﬁg = (Fil})wj
(3) Identify, the sets of the positive ideal solutidfit= (y;, v7,..., ¥.) and the negative
ideal solutionY ™= (y;,¥y5,.--»¥m) , then we can get

Y*t=

+ + + — . . . . . .
O 5 o YRIZ(< DA DL LY L P o<
st ye L (T35 T I L F5 R ) >, < [yst L ynt) ([ TR TR (IR 14, [ FRE FOFD > (19)

Y"=01, Y20 Ym)=
)=(< h YL AT T [ L LE B ) > < vy y8 L AT 7Y L S 18 L LR FY ) >, <
h ya LA Te T L 1L [ FR FE ) > (20)

Where
y = max o) = max )
IT]“ = max;(T}), T}* = max,(T]), I} = min,(T5), I* = min, (1)), F}* = min,(F};), F}* = min,(FY),
yj~ = min(yg), yj~ = min,(yy),
Lﬂ‘ = min,(T}), T}~ = min,(T]), I}~ = max,(I};), I/~ = max,(I}}), F}~ = max,(F};), F}~ = max,(F}}),

’ (21)

(4) Obtain the distance between each alternative angdhitive ideal solution, and between
each alternative and the negative ideal solutioen tve can get
D*=(d{,ds,....,d})
D™= (d7, d5.... dm)
(22)
Where,

dif = [Z;‘lzl(d(yij'y;—))z]%

1 (23)
di = [ (doyy)) |
Where ,d(yl-j,yf)is the distance between the interval valued nsapbic uncertain linguistic
variablesy;; andy]-+ andd(y;;, y; ) is the distance between the interval valued wneophic
uncertain linguistic variableg; andy;” which can be calculated by (12)
(5) Obtain the closeness coefficients of each altereat the ideal solution, and then we can
get



ce=2_ (i=1,2,....m) (24)

df+d;
(6) Rank the alternatives
According to the closeness coefficient above, wedatwose an alternative with minimury
or rank alternatives according t@; in ascending order
IV. An illustrative example

In this part, we give an illustrative example a@ajptrom J. Ye [20] for the extended TOPSIS
method to multiple attribute decision making profein which the attribute values are the
interval neutrosophic uncertain linguistic variable

Suppose that an investment company, wants to iravesim of money in the best option. To
invest the money, there is a panel with four pdesditernatives: (14, is car company; (2)
A, is food company; (345 is a computer company; (4, is an arms company. The
investement company must take a decision accotditige three attributes: (I) is the risk;
(2) C, is the growth; (35 is a the environmental impact. The weight vecfahe attributes

is w= (0.35,0.25,0.4)T.The expert evaluates the four possible alterngitofe; (i=1,2,3,4)
with respect to the three attributes @f (i=1,2,3), where the evaluation information is
expressed by the form of INULV values under thguiistic term set S={,=extremely poor,
s;=very poor,s,= poor,s;= mediums,= good,ss= very good s,= extermely good}.

The evaluation information of an alternatiée(i=1, 2, 3) with respect to an attribuie (j=1,

2, 3) can be given by the expert. For example,IiigL value of an alternativel; with
respect to an attributé, is given as <, ss], ([0.4, 0.5 ],[0.2,0.3 ], [0.3, 0.4 ])> by the
expert, which indicates that the mark of the aliéme A; with respect to the attributg, is
about the uncertain linguistic valug, [ss,] with the satisfaction degree interval [0.4 ,0.5]
indeterminacy degree interval [0.2, 0.3], and dis&tion degree interval [0.3, 0.4].
similarly, the four possible alternatives with respto the three attributes can be evaluated by
the expert, thus we can obtain the following in&mveutrosophic uncertain linguistic decision
matrix:

(R mxn=

< ([sw ss), ([04,0.51,[0.2,031,[03,04]) > < ([ss,  Sel([04,0.6],[0.1,02],[02,04]) > < ([sa ss],([0.2,0.3],[0.1,0.2],[0.5,0.6]) >
[<([55, 6], ([0.5,0.71,[0.1,021,[0.2,03]) > < ([s4,,55], ([0.6,0.71,[0.1,021,[0.2,03]) > < ([s4, ss],([o.s,o.7],[0.2,0.2],[0.1,0.2])>]
|< ([ss,  s6,([0.3,05],[0.1,02],[0.3,04]) > < ([sa,ss5],([0.5,0.6],[0.1,031,[03,04]) > < ([so  sa],([0.5,0.6],[0.1,03],[0.1,03]) >|
< ((ss  s4,([07,081,[00,011,[0.1,02]) > <(ss sl ([05,071[0.1,021,[0203]) > < ([ss e, ([0.3,04],[0.1,02],[0.1,02]) >

A. Decision steps

To get the best an alternatives, the following St involved:

Step 1:Normalization

Because the attributes are all the benefit tyywesjon’t need the normalization of the
decision matrix X

Step 2:Determine the attribute weight vector W, by form(24), we can get

w;= 0.337 w,= 0.244 w;=0.379

Step 3: Construct the weighted normalized matmpddomula (18), we can get

< ([s1.508 S1.885), ([0.175,0.229], [0.545,0.635 1,[0.635,0.708 ) > < ([S1225, S1467], ([0.117,0.201],[0.570, 0.675 ],[0.675,0.800 ]) >

Y 2| < (s1sss, 522621, ([0229,0365],[0.42,0.545 1,[0.545,0.635 1) > < ([So9s,, S1225], ([0-201,0.255 ], [0.570, 0675 ],[0.675,0.745 ]) >
< ([S1885, S2262) ([0.125,0.231,[0.42,0.545 ],[0.635,0.708 ) > < ([So.0s S1.225), ([0.156,0.201 ], [0.570, 0.745 ],[0.745,0.800 ]) >

< ([1431, S1508), ([0.364,0.455],[0.0,0.42],[0.42,0545]) > < ([So35: So.0s), ([0.156,0.255 ,[0.570,0.674 1,[0.675,0.745 |) >



< ([S1.508, S1.885), ([0.081,0.126), [0.420,0.545 ],[0.77,0.825 ]) >
< ([s1s0s  Sigss) ([0.231,0.365 ], [0.545, 0.545 ], [0.420,0.545
< ([s1s0s  Sisos) ([0.231,0.292],[0.420,0.635
1

D>
[0.420,0.635 1) >
< ([s1g8s,  S2262) ([0.126,0.175 ],[0.420, 0.545 D>

} [0.420, 0.545
Step 4:Identify the sets of the positive ideal solutiéh= (y;, y5, v3) and the negative ideal
solutionY ™= (y{, y5,y3), by formulas (19)- (21), we can get then we can g

Y*+= (< ([Sys85 S2.262], ([0.365,0.455 ], [0, 0.42 ], [0.42, 0.545 ]) >
, < ([Sy.225 S1.47], ([0.201,0.255 ], [0.569, 0.674 ], [0.674, 0.745 ]) >,
< ([S1.88s) S2.262], ([0.230, 0.365 ], [0.420, 0.545 ], [0.420, 0.545 ]) >)

Y= (< ([S1131, S1.508], ([0.126,0.230 ], [0.545, 0.635 ], [0.635,0.708 ]) > , <
([S0.735, So.0s], ([0.117,0.201], [0.569, 0.745 ], [0.745,0.799]) >,
< ([Sy.508 S1.508], ([0.081,0.126 ], [0.545, 0.635 ], [0.770,0.825 ]) >)

Step 5: Obtain the distance between each alternative hadpbsitive ideal solution, and
between each alternative and the negative idealisn| by formulas (22)-(23), we can get
D*=(0.402, 0.065, 0.089, 0.066)

D™= (0.052, 0.073, 0.080, 0.065)

Step 6: Calculate the closeness coefficients of eachralteve to the ideal solution, by
formula (24) and then we can get

cc; =(0.885, 0.472, 0.527, 0.503)
Step 7 Rank the alternatives
According to the closeness coefficient above, weateose an alternative with minimum to
cc; in ascending order. We can get

Ay > A, > A3 > A,

So, the most desirable alternativelis

V-Comparison analysis with the existing interval natrosophic uncertain
linguistic multicriteria decision making method.

Recently, J. Ye [20] developed a new method fovieglthe MCDM problems with interval
neutrosophic uncertain linguistic information. hist section, we will perform a comparison
analysis between our new method and the existingade and then highlight the advantages
of the new method over the existing method.

(1) Compared with method proposed proposed byeJ[20], the method in this paper can
solve the MADM problems with unknown weight, andikahe alternatives by the closeness
coefficients. However, the method proposed by J.[2G§ cannot deal with the unknown
weight It can be seen that the result of the pregasethod is same to the method proposed in
[20].

(2) Compared with other extended TOPSIS method
Because the interval neutrosophic uncertain lirtguigariables are the generalization of
interval neutrosophic linguistic variables (INLMpterval neutrosophic variables (INV),and



intuitionistic uncertain linguistic variable. Obwuisly, the extended TOPSIS method proposed
by J. Ye [19], Z. Wei [54], Z. Zhang and C. Wu [3ke the special cases of the proposed
method in this paper.

In a word, the method proposed in this paper isengeneralized. At the same time, it is also
simple and easy to use.

VI-Conclusion

In real decision making, there is great deal @ligative information which can be expressed
by uncertain linguistic variables. The interval tresophic uncertain linguistic variables were
produced by combining the uncertain linguistic &akes and interval neutrosophic set, and
could easily express the indeterminate and inctergisnformation in real world. TOPSIS
had been proved to be a very effective decisionimgaknethod and has been achieved more
and more extensive applications. However, the stah@OPSIS method can only process the
real numbers. In this paper, we extended TOPSIShadetto deal with the interval
neutrosophic uncertain linguistic variables infotima, and proposed an extended TOPSIS
method with respect to the MADM problems in whible &ttribute values take the form of the
interval neutrosophic and attribute weight unknowrrstly, the operational rules and
properties for the interval neutrosophic uncertaiguistic variables were presented. Then the
distance between two interval neutrosophic unaefiaguistic variables was proposed and
the attribute weight was calculated by the maxingzdeviation method, and the closeness
coefficient to the ideal solution for each alteivat used to rank the alternatives. Finally, an
illustrative example was given to illustrate theideon making steps, and compared with the
existing method and proved the effectiveness optioposed method. However, we hope that
the concept presented here will create new averiugesearch in current neutrosophic
decision making area.
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