Complex Neutrosophic Similarity Measures in Medical Diagnosis

Kalyan Mondal*, Mumtaz Ali?, Surapati Pramanik®*, Florentin Smarandache*

'Department of Mathematics, Jadavpur University, West Bengal, India Email: kalyanmathematic@gmail.com
’Department of Mathematics, Quaid-i-Azam University, Islamabad, 44000, Pakistan.
E-mail: bloomy_boy2006@yahoo.com
¥"Department of Mathematics, Nandalal Ghosh B.T. College, Panpur, PO - Narayanpur, and District: North 24
Parganas, Pin Code: 743126, West Bengal,
India. Email: sura_pati@yahoo.co.in

* Department of Mathematics and Science , University of New Mexico, 705 Gurley Avenue, Gallup, NM 87301,
USA.

E-mail: fsmarandache@gmail.com
**Corresponding author’s email: sura_pati@yahoo.co.in

Abstract

This paper presents some similarity measures between complex neutrosophic sets. A complex neutrosophic set is
a generalization of neutrosophic set whose complex-valued truth membership function, complex-valued
indeterminacy membership function, and complex valued falsity membership functions are the combinations of real-
valued truth amplitude term in association with phase term, real-valued indeterminate amplitude term with phase
term, and real-valued false amplitude term with phase term respectively. In the present study, we have proposed
neutrosophic complex cosine, Dice and Jaccard similarity measures and investigated some of their properties.
Finally, complex neutrosophic cosine, Dice and Jaccard similarity measures have been applied to a medical
diagnosis problem with complex neutrosophic information.
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1. Introduction

It is avowed that uncertainty plays an important role in modeling real world problems. So it is necessary to
bridge the gap between mathematical models and uncertainty and their explorative explanations. This gap can be
found in problems of mathematics, operations research, biological and social sciences, modern technology and other
applied sciences. In 1965, Zadeh [1] proposed the new concept of mathematics namely fuzzy sets (FS). In fuzzy set
theory, the sum of membership and non-membership degrees of an element of a fuzzy set is equal to one. However,
there exist some situations where the sum of membership and non membership degrees are not equal to one. In order
to handle such situations Atanassov [2] introduced intuitionistic fuzzy set (IFS). Each element of an intuitionistic
fuzzy set is assigned by membership and non-membership degrees, where the sum of the two degrees is less than
one.

The concept of intuitionistic fuzzy set has been widely studied and applied in many areas such as decision-
making problems [3, 4, 5], selection problem [6, 7], educational problem [8], medical diagnosis [9, 10, 11] etc.
Smarandache [12] introduced the degree of indeterminacy as independent component and defined the neutrosophic
set to deal with uncertainty, indeterminacy and inconsistency. To use the concept of neutrosophic set in practical
fields such as real scientific and engineering applications, Wang et al.[13] restricted the concept of neutrosophic set
to single valued neutrosophic set since single value is an instance of set value. Similarity measures play an
important role in the analysis and research of medical diagnosis [14] , pattern recognition [15], decision making [16,
17], and clustering analysis [18] in uncertain, indeterminate and inconsistent environment. Various similarity
measures of SVNSs have been proposed in the literature.. Majumdar and Samanta [19] introduced the similarity



measures of SVNSs based on distances, a matching function, membership grades, and then proposed an entropy
measure for a SVNS. Ye [20] proposed three vector similarity measures for simplified neutrosophic sets. Ye [21]
also proposed improved cosine similarity measure for single valued neutrosophic sets based on cosine function. The
same author [22] proposed the similarity measures of SVNSs for multiple attribute group decision making method
with completely unknown weights. Ye and Zhang [23] further proposed the similarity measures of SVNSs for
decision making problems. Biswas et al. [24] studied cosine similarity measure based multi-attribute decision-
making with trapezoidal fuzzy neutrosophic numbers. Pramanik and Mondal [25] proposed rough cosine similarity
measure in rough neutrosophic environment. Mondal and Pramanik [26] proposed neutrosophic refined similarity
measure based on tangent function and its application to multi attribute decision making. Mondal and Pramanik [27]
proposed refined cotangent similarity measure in single valued neutrosophic environment. The same authors [28]
further proposed cotangent similarity measure under rough neutrosophic environments. The same authors [29]
further proposed some rough neutrosophic similarity measures and their application to multi attribute decision
making.

Ramot et al. [30] introduced a concept of complex fuzzy sets (CFS). It is an extension of fuzzy sets. Here,
membership function z = re"*® where, i = (-1)°® which ranges in a unit circle. The membership function is
defined for the complex fuzzy set as re"*®. Here, ri(x) is the amplitude term and wy(x) is the phase term. ry(x)
ranges in the interval [0, 1] and w(X) is a periodic function. Ramot et al. [31] also proposed different complex fuzzy
operations like union, intersection, complement etc. The amplitude term explains the idea of “fuzziness” and phase
term implies declaration of complex fuzzy set. Chen et al. [32] proposed a neuro-fuzzy system architecture rule as a
practical application of complex fuzzy logic.

Alkouri and Salleh [33] introduced complex intuitionistic fuzzy set (CIFS). CIFS is a generalization of complex
fuzzy set. Complex fuzzy set is transformed into complex intuitionistic fuzzy set by adding complex-valued non-
membership grade.

The complex intuitionistic fuzzy sets can deal the problems involving uncertainty and periodicity
simultaneously. The concept of phase term is extended in complex intuitionistic fuzzy set which appears in several
prominent concepts such as distance measure, Cartesian products, projections, relations, and so on. The complex
fuzzy set has one additional phase. Complex intuitionistic fuzzy set has two additional phase terms. Recently Ali and
Smarandache [34] proposed the concept of complex neutrosophic set. It seems to be very powerful. In this paper an
attempt has been made to establish some similarity measures namely, cosine, Dice and Jaccard similarity measures
in complex neutrosophic environment and their applications in medical diagnosis.

Rest of the paper is structured as follows: Section 2 presents neutrosophic and complex neutrosophic
preliminaries. In Section we introduce complex Cosine, Dice and Jaccard similarity measure for complex
neutrosophic sets and establish some of thier properties. Section 4 is devoted to present new method of medical
diagnosis based on complex Dice and Jaccard similarity measures. Section 5 presents an application of complex
Cosine, Dice and Jaccard similarity measures in medical diagnosis. Section 6 presents the concluding remarks and
future scope of research.

2. Mathematical Preliminaries
Definition 2.1

Let G be a space of points with generic element in E denoted by y. Then a neutrosophic set P in G is
characterized by a truth membership function Tp, an indeterminacy membership function I, and a falsity
membership function Fp. The functions T and Fp are real standard or non-standard subsets of ]*0, 1* [that is Tp:
Go |or[; I Go |or]; Fr G- |or[. The sum of To(y), Io(y), Fe(y) is given by 0

< sup T, (y)+suplp(y)+supFe(y)s 3*

Definition 2.2



The complement of a neutrosophic set P is denoted by P° and is defined as follows: Tuc(y) ={1'}-Te(y); lIpc(y) =
{W3-1p(y) 5 Fee () ={L}-Fe (¥) -

Definition 2.3
A neutrosophic set P is contained in the other neutrosophic set Q, P < Qif and only if the following result holds.
inf Tp(y) < inf To(y), SUPTe(Y) < sUpTq(Y) ;
inf1p(y) 2 inf 1 (y), suplp(y)=supig(y);
inf Fp (y) 2 inf Fo (), SUpFe(y) > supFq(y), forally in G.

Definition 2.4 Single-valued neutrosophic set
Let G be a universal space of points with generic element of G denoted by y. A single valued neutrosophic set S is
characterized by a truth membership function T5(y) , a falsity membership function Fs(y) and indeterminacy function

Is(y) such that Ts(y) , Fs(y),1s(y) € [0, 1]forallyin G.
When G is continuous, a SNVS S can be written as follows:

S=[(Ts(y).Fs(y).1s(y) )/y.Vy e G
y

and when G is discrete, a SVNS S can be written as follows:

S=X(Ts(Y).Fs(Y).Is (¥))/y. ¥y € G

It should be noted that for a SVNS' S, 0 < sup Ts(y) +sup Fs(y) +supls(y) <3, WEG.
Definition 2.5

The complement of a single valued neutrosophic set S is denoted by S° and is defined as follows:
Ts* () =Fs(¥) 1s° (¥) =1-1s(¥) 5 Fs® (y) =Ts(y)
Definition 2.6

A SVNS §; is contained in the other SVNS S,, denoted as S; < S; if and only if T4 (y) <Tg,(¥); Is,(Y) 2 1s,(¥)
Fs(Y) 2 Fs,(y), VY eG.

Definition 2.7

Two single valued neutrosophic sets S; and S, are equal, i.e. S;= Sy, ifand only if,5,c s, and 5,25, .
Definition 2.8

The union of two SVNSs S; and S, is a SVNS S, written ass; =5, US, .

Its truth membership, indeterminacy-membership and falsity membership functions are related to S; and S, by
the following equations



TS3 (y) = maX(T51 (y)'T52 (y)) ;
Is;(Y) = max(lg, (¥), Is, (¥)) ;
Fsa(y) = min(Fg, (Y)  Fs, (y)) forallyinG.

Definition 2.9

The intersection of two SVNSs S; and M is a SVNS S,, written as S;=5,MS,. The truth membership,
indeterminacy membership and falsity membership functions ¢ an be defined as follows:

Tsy (Y) =min (Ts, (¥). T2(Y));

Is5 (¥) = max (15, (¥) Is, (¥));

Fs; (¥) = max (Fsy (), Fsu (¥)), VY € G .

Definition 2.10 Distance between two neutrosophic sets

The general SVNS can be presented in the follow form as follows:
S={y/(rs().15(y),Fs(y)):y € G}

Finite SVNSs can be represented as follows:

S=1{0/(rs(yD 15 (Y. Fs (YD), (im/ (Ts (Ym) 15 (Y m). Fs (Ym) )} VY € G (1)
Definition 2.11
S1={yy/(rs, (Yo)u1sy (Vo) sy (V) ) v/ (s, (Va)oisy (V) Fsy (V) ) )
So=1{vy/(rs, (1)1, (Y)Fs, (y) )+ (vn/ (s, (V) is , (V) s, (V) ) 3)

be two single-valued neutrosophic sets, then the Hamming distance between two SNVS S; and S, can be
defined as follows:

d51.52)= 3T )~ Te, |+ iy 1)~ 15, ]+ sy ) = Fs, ) |) @

and normalized Hamming distance between two SNVS S;and S, can be defined as follows:

1 n
M4(51,82) =5 2 {{Te ) - T )+ is )~ 15, )] +[Fs 1) ~Fo, 0 ) 5)
with the following properties
1. 0sd(S;,8,)<3n
2. 0= Nd(s;,sp)s1
2.1 Complex fuzzy set [30]

A complex fuzzy set S, defined on a universe of discourse X, is characterized by a membership function ng(x)
that assigns any element xeX a complex-valued grade of membership in S. The values ng(x) all lie within the unit



circle in the complex plane, and thus all of the form pg(x).e"s® where, ps(x), pg(x)are both real valued and
ps(x)€l0, 1] . Here, ps(x) is termed as amplitude term and ¢'#s is termed as phase term. The complex fuzzy set may
be represented in the set form as s={(x,ng(x))} xex

The complex fuzzy set is denoted as CFS. We now present some set operations of complex fuzzy sets.
Definition 2.1.1
Let S be a complex fuzzy set on X and ng(x) = ps(x).e"s™ its complex-valued membership function. The

complement of S, denoted as c¢(S) and is specified by a function

Negs) (X) = Pegs) (x).g"HeE)X) = (1— pc(s))(x).e‘-“Hc(s)(xn

Definition 2.1.2

Let A and B be two complex fuzzy sets on X, and m,(x)=p,(x).e"A®) and ng(X) = pg(x).e"BX be
their membership functions respectively. The union of A and B is denoted as AUB which is characterized by a
function m, 5 (X) = pag (X).g"AUB() = max( Pa (%), Pg(X) ).ei-[maX(HA(X), ug(x)

Definition 2.1.3

Let A and B be two complex fuzzy sets on X, and m,(x)=p,(x).e"A® and ng(x) = pg(x).e"BX be
their membership functions respectively. The intersection of A and B is denoted as AN Bwhich is characterized by a
fUNCtion 1, g (X) = pang (X).#ANBX) = min(pA(x), Pg (X) ).ei-[min(HA(X)v HB(x)

Definition 2.1.4

Let A and B be two complex fuzzy sets on X, and m,(x)=p,(x).e"A) and ng(X)=pg(x).e"8X be
their membership functions respectively. The complex fuzzy product of A and B is denoted as AoB which is

characterized by a function
i BAX). nB(X)
Nag(X) =Pap (.48 = (p, (). pg () Je  **
Definition 2.1.5 § equality of Complex Fuzzy sets [30]
Let A and B be two complex fuzzy sets on X, and m,(x)=p,(x).e™A® and mng(x)=pg(x).e"8X be
their membership functions respectively. Now, A and B are § equal if and only if d(A,B) <1-§ if where 0<5<1.

2.2 Complex intuitionistic fuzzy set [33]
A complex intuitionistic fuzzy set S, defined on a universe of discourse X, is characterized by a membership
functionng(x)and a non membership function wg(x) that assigns any element xeX a complex-valued grade of

membership in S. The values ng(x)and w(x) lie within the unit circle in the complex plane, and thus all of the form
ps(X).e*sand gg(x).e"%s™) where, ps(X) , ps(X) , g5 (x) and gs(x) are both real valued and gq(x) , ps(X)€[0, 1] . Here,
ps(x) and gs(x) are expressed as amplitude terms and s ande"%™) expressed as phase terms. The complex
intuitionistic fuzzy set is represented in the set form as S={(x, ns(x), ys(X))}:x e X

The complex intuitionistic fuzzy set is denoted as CIFS. Some set operations of complex intuitionistic fuzzy sets
are given below.

Definition 2.2.1 Complement of Complex Intuitionistic Fuzzy set

Let S be a complex intuitionistic fuzzy set on X and ng(x) = pg(x).e"*s® and ng(x) =g (x).e"s™* be it complex-
valued membership function and non membership function respectively. The complement of S denoted as ¢(S) and
is expressed by n, (x) as follows.

Nees) x)= Pecs) (X).ei.uc(s)(x) = (pc(s))(X)-ei'(zn_“c(s)(x)) and ‘Vc(S)(X) =0y (X).ei.sc(s)(x) = (qc(s))(x)-ei'(Z“_SC(S)(X»

Definition 2.2.2 Union of Complex intuitionistic Fuzzy sets



Let A and B be two complex intuitionistic fuzzy sets on X, and ng(x) = ps(x).e"**s® and ng(X) =g (x).e"s® and
Ns(X) = pg(x).e"*s@and  ng(x) =qg(x).e"s be their membership functions and non membership function
respectively. The union of A and B is denoted as AUB which is expressed by n, g (x) as follows.

Naus (X) = Paus (X).g#AUBC) = max( Pa(X), Pg(X) )ei.[max(uA(x), pB(X)]

Naus (X) = Pays (X).eHAUBK) = min(p, (X), pg (X) )e"MNE:AC). 180

Definition 2.2.3 Intersection of Complex intuitionistic Fuzzy sets
Let A and B be two complex intuitionistic fuzzy sets on X, and ng(x) = ps(x).e"*s® and ng(x) =g (x).e"*s* and

Ns(X) = pg(x).e"*s@and  ng(x) =qg(x).e"s* be their membership functions and non membership function
respectively. The intersection of A and B is denoted as ANB and can be defined as follows:

Naus (X) = Paus (x).eHAUB() = min(pA (X), Pg (X) )ei.[min(uA(x), ue(x)]

Nays (X) = Pa g (X).e HAUBK) = max( DA (X), Pg(X) )ei.[max(uA(x), (] |
2.3 Complex Neutrosophic Set [34]

A complex neutrosophic set S on a universe of discourse X, which is characterized by a truth membership
function Ts(x), an indeterminacy membership function Is(x), and a falsity membership function Fs(x) that identifies
a complex-valued grade of Ts(x), Is(x), Fs(x) in S for all x belongs to X. The values Ts(X), Is(x), Fs(X). Their sum is
within the unit circle in the complex plane. So it can be expressed as follows.

T = ps(x)e™s®), 1509 = ag(x)e*s ™, Fyx) = rg(x)e’*s®

Where, ps(X), gs(X), rs(x) and pg(x), 95(x), og(x) are respectively real valued and ps(x), gs(x), rs(x) <[0,1]
such that 0 <pg(X) + gs(X) + rs(x) <3

Definition 2.3.1

A complex neutrosophic set CN; is contained in the other complex neutrosophic set CN, denoted as CN; < CN,
if and only if pey, (X) < Peny (X)) dong (X) < deny (X)) Tong (X) < Tony (X),and ey () < ke, (X)) Seng (X)<8en, (X),

®OCNy (X) < MCNy (X)
Definition 2.3.2

Two complex neutrosophic sets CNy and CN, are equal i.e. CN;=CN, if and only if pcy, (X) = pen, (X),

dong (X) = deny (%), Teng (%) = Tong (X), ke (X) = ren, (X), Seng (X) = Sen, (X), and ey, (X) = ocn, (X).

Definition 2.3.3 Complex Neutrosophic number (CNN)
A complex neutrosophic number (CNN) in a complex neutrosophic set S, can be defined as three complex

components. It can be expressed as (Ts(x), Is(x), Fs(x)). Here, Ts(x) = (ps(x)ei”S(X), 15(x) =qs(x)eiSs () , Fs(x) =

rs(x)ei‘Ds ™) and ps(X), Gs(X), rs(X), ps(X), 95(X), ws(x) are respectively real valued and ps(X), gs(x), rs(x) < [0,1]

such that 0 <ps(X) + gs(x) + rs(x) <3.
3. Complex neutrosophic similarity measures
3.1 Complex neutrosophic cosine similarity measure (CNCSM)

The complex cosine similarity measure is defined as the inner product of two vectors divided by the product of
their lengths. It is the cosine of the angle between the vector representations of two complex neutrosophic sets.
Literature review suggests that cosine similarity measure with complex neutrosophic sets has not been defined.
Therefore, a new cosine similarity measure between complex neutrosophic sets is proposed in 3-D vector space.



Definition  3.1.1  Assume that there are two complex neutrosophic  sets  namely,
CN1:<p51 (X)eiusl(x),qSl (e ™) rsl(X)eimsl (x)> and CN, =<p52 (x0e™s2 (><)’qu (0e'*s2 %), s, (x0e"2 (><)> in S for
all x belongs to X. A complex cosine similarity measure between complex neutrosophic sets CN; and CN, is defined

as follows:

n ((alblaZbZ 5 +(eadicody)* O +esf e, o )0'5)
1

- ((albl+cldl+elf 1)0'5 : (a2b2+02 dy+e,f, )0'5)

(6)

1
Cens = W

2= Re [ps, (x)e" 1™, by = Im [pg, (x)e"1*], 2,= Re [ps, (x)e"2 ), b, = Im [ps, (™52 ¥,
ci1=Re [qsl(x)eiSSl ®1, dy=1m [qsl(x)eissl(x) 1 2= Re [qg,(x)e' 2 ¥, dp = Im [qs, (x)e'®s2],

er=Re [15,(0e ™1™ 1, fy= Im [ 15, ()"t ™ 1, &,= Re [rey(x)e*? 1, f,.= Im [ 1, (x)e"**2 @]

Where, “Re” indicates real part and “Im” indicates imaginary part of corresponding complex number.

Let CN; and CN, be complex neutrosophic sets then,

I. 0<Cq\s(CNy,CNy) <1

I. CCNS(CNllCNz):CCNS(CNZlCNl)

I11. Ccns (CNy, CNy) = 1, iff CNyj= CN,

IV.If CNisaCNS in Sand CN,c CN,c CN then, Cens(CNy, CN) < Ccns(CNy, CNp) , and Cens(CNy, CN) <
CCNS(CNZ, CN).
Proofs:
I. It is obvious because all positive values of cosine function are within 0 and 1.
I1. It is obvious that the proposition is true.
I11. When CN; = CN,, then obviously Ccns (CNy, CN,) = 1. On the other hand if Ccys (CNy, CNy) = 1 then, a; = a,,
bl = bz, Cy = Cy, dl = dz, €, = €y, fl = fz.

This implies that CN; = CN..

IV. Let, CN=<p5(x)ei“5(x),qs(x)ei‘gs(x),rS(x)ei‘”S(x)> and also assume that I; = Re [ pg(x)e™s®1, 1= Im [ pg(x)e™s®
1, mi= Re [gs(x)e™s™ ], my= Im [gs(x)e™s™ ], ny = Re [rg(x)e!“s ™, np= Im [rg(x)e’s®)]
If CN,c CN,c CN then we can write a;b; < ah, < lily, €1d; 2 cd2 2 mymy, esf; > exf, > nyn,.

The cosine function is decreasing function within the interval [0, n/2]. Hence we can write Ccns(CNy, CN) <

Cens(CN, CNy) , and Cens(CNy, CN) < Cens(CNo, CN).
3.2 Weighted Complex neutrosophic Cosine similarity measure (WCNCSM)
Definition 3.2.1

Assume that there are two complex neutrosophic sets namely, CN1=<psl (x)e™'st (X),qsl (x)eISSl (X), rsl(x)e"”Sl (X)>

and CN2=<p52 (x)ei”sz(x),q52 (x)e' 52 (X),r82 (x)ei‘”sz(x)> in S for all x belongs to X. A weighted complex cosine

similarity measure between complex neutrosophic sets CN; and CN, can be defined as follows:

Cwens= Z{Ly Wi ((alblazbz)O'SJ’(CldlCzdz)0'5+(e1f1ezf2)0'5)
i=1 ((alb1+cldl+e1f1)0-5.(a2b2+C2d2+e2f ) )0.5)

()



Where, £, wi=1

Let CN; and CN; be complex neutrosophic sets then,

I. 0<Cyens(CNy,CN,) <1

Il. Cwens(CNg, CNy) =Cyyens(CN2, CNy)

I11. Cwens (CNy, CNp) = 1, if and only if CNy= CN,

IV. If CN isa CNS in S and CN,c CN,c CN then, Cwens(CNy, CN) < Cwens(CNy, CNp) , and Cwens(CNy,
CN) < Cwens(CN2, CN)

Proofs:

I.  Sincex!,wi=1and all positive values of cosine function are within 0 and 1, it can be written as
0<Cyens(CNy, CN,) <1.

I1. 1t is obvious that the proposition is true.

I11. When CN;=CN,, then CWCNS(CNlr CNz) = 1. On the other hand if CWCNS(CNla CNz) =1 then, d; = dy, bl = bz, Cy
=C i =dye1=¢6, fr =1
This implies that CN; = CN..

IV. Let, CN=<p5(x)ei“5(x),qs(x)eiSS(X),rs(x)ei‘”s(x)> and also assume that I; = Re [ pg(x)e™s™ 7, I, = Im [ pg(x)e'*s®
1, m; = Re [qs(x)e"®s® ], my= Im [qs(x)e™®s™], n;= Re [r(x)e'*s™ ], np= Im [rg(x)e™>s ]
If CN1C CNZC CN then we can write albl < azbzg |1|2, Cldl > CdeZ mims, elfl > erzz N{Ny.

The cosine function is decreasing function within the interval [0, 7/2]. Hence we can write

Cwens (CNyg, CN) < Cwens (CN, CNp), and Cyens (CNy, CN) < Cwens(CNz, CN).
3.3 Complex neutrosophic Dice similarity measure (CNDSM)
Definition 3.3.1

Assume that there are two complex neutrosophic sets namely, CN1=<pSl(x)ei“ Sl(x),qsl(x)emsl(x),rsl(x)eimsl(x)>

and CN2=<p52(x)ei”s2(x),qSZ(x)ei952(X),rSZ(x)eimS2(X)> in S for all x belongs to X. A complex Dice similarity

measure between complex neutrosophic sets CN; and CN, can be defined as follows:

Dens = 3. 2((a1b1a2b2)0.5+(Cldlczd2)0'5 +(91f192f2)0'5) 8)
CNS =1 (31b1+c1d1+elfl)+(a2b2+c2d2+e2f2)

a1 = Re [ps; ("], by = Im [ps; (0”41, 2= Re [ps; ()€™ ], by = Im [ps, (™52,
¢1= Re [ds, (921, dy= Im [0, (0", ¢ = Re [asp(x)e "2 ], dp = Im [, (02,

er=Re [rs, (0 ™1™ 1, fi= Im [rs, ()1 ™ 1, &= Re [rg(x)e*2 1, f,= Im [ 1, ("2 ]

Where, “Re” indicates real part and “Im” indicates imaginary part of corresponding complex number.

Let CN; and CN, be complex neutrosophic sets then,
[11. 0<D¢ys(CN;,CN,) <1

II. Dens(CNy, CN,) =Deys(CN,, CNy)



Il. DCNS(CNL CNz) = 1, iff CN1: CN2
IV. If CN isa CNS in S and CN,c CN,,c CN then, Dens(CN3, CN) < Dens(CNi, CN) , and Dens(CNy, CN) <
Dcns(CNz, CN).

Proofs:

. Since, 2((ajhia,b,)%%+(cidic,d,) % +(e f e, ) %) <(ajhy+cidi+e fy) + (anb,+cody+e, ) it can be written as
0<Dcps(CN;,CN,) <1.

I1. It is obvious that the proposition is true.

I11. When CN; = CNj,, then obviously Dcnys(CNg, CN,) = 1. On the other hand if Dcys(CNy, CNy) = 1 then, a; =
A, bi=byci=cpdi=dye1=65, f1 =1
This implies that CN; = CN..

IV. Let, CN:<ps(x)ei“5(x),qs(x)eigs(x),rS(x)ei“’S(x)> and also assume that I, = Re [ps(x)e*s®7, I, = Im [
ps(x)e™s®)], my=Re [gs(x)e'* ™1, my=Im [g5(x)e'* ™1, n = Re [r5(x)e'*s ], fy= Im [rg(x)e'>s®].

If CN,c CN,c CN then we can write a;b; < ah, < lily, €1d; = €d2 2 myumy, e4f; > e;f, > nyn,.

Hence we can write Dcns (CNl, CN) < DCNS(CNn CNz) , and DCNS(CNL CN) < DCNS(CN2| CN)
3.4 Weighted Complex neutrosophic Dice similarity measure (WCNDSM)
Definition 3.4.1

Assume that there are two complex neutrosophic sets namely, CN1=<psl (x)e™'st (X),qsl (x)eISSl (X), rsl(x)e"”Sl (X)>

and CN2:<p52 (x)e"s2 (X),qSZ (x)eiSSZ(X),r52 (x)e's2 (X)> in S for all x belongs to X. A weighted complex Dice

similarity measure between complex neutrosophic sets CN; and CN, can be defined as follows:

2((31b132b2 )5+ (cydycady )%+ (e fyepf )™ )

Dwons= i 9
WCNs = HLy Wi (ayby+cidy+e,fq )+ (ashp+cod+e,f ) X

Where, 3! wi=1

Let CN; and CN, be complex neutrosophic sets then,

I. 0<Dwcns(CNg,CNy) <1

Il. Dwens(CNg, CNy) =Dywens(CN2, CNy)

I1l. Dwens(CNy, CNy) = 1, iff CNy= CN,

IV. If CN isa CNS in S and CN,c CN,c CN then, Dwcns(CNg, CN) < Dwens(CNy, CNp) , and Dyens(CNy,
CN) < Dwens(CNz, CN)

Proofs:

. Since, X wi=land 2((a;b;ashy) 5+ (c1dic,d5) %+ (e 165 ) %) <(ajby+cydy+esfy) +(aghy+cody+eyfy) it
can be written as 0 <Dyyens(CNy,CNy) <1,
I1. 1t is obvious that the proposition is true.

I11. When CN; = CN,, then obviously Dycns (CNy, CN,) = 1. On the other hand if Dyens (CNy, CNy) = 1 then, a; =
A, bi=Dbyci=Cpdi=dy e1=¢6, F =1,



This implies that CN; = CN..
IV. Let, CN=<p5(x)ei“5(x),qs(x)ei‘gs(x),rS(x)ei‘”S(x)> and also assume that I; = Re [ pg(x)e™s®1, I, = Im [ pg(x)e™s®

1, m; = Re [g5(x)e'®s ™71, my= Im [gg(x)e'® ™1, n; = Re [rg(x)e™s ™1, ny= Im [ rg(x)es™)]

If CN,c CN,c CN then we can write a;b; < ah, < lily, €1d; > €022 mymy, esf; > exf, > nyn,.

Hence we can write Dwens (CNl, CN) < Dwens (CN, CNz), and DWCNS(CNL CN) < DWCNS(CNZ, CN)
3.5 Complex neutrosophic Jaccard similarity measure (CNJSM)
Definition 3.5.1

Assume that there are two complex neutrosophic sets namely, CNl:<pSl(x)ei”51(x),qsl(x)eissl(x),rsl(x)ei“’sl(x)>

and CN2:<pSZ (x)ei”SZ(X),qSZ(x)eiSSZ(X),r52(x)ei°’52(x)> in S for all x belongs to X. A complex Jaccard similarity

measure between complex neutrosophic sets CN; and CN, can be defined as follows:

J..=2Lsn (agbyaghy )2 +(cydicpdy )+ (esf e, )™
“n I:1<(f’11bl+‘310|1+elf1)+(f’lzszszderezf2)—('511b1f"2b2)0'5+(‘310|1020|2)0'51“(‘31f1‘32f2)0'5>

(10)

a=Re [ps, 0e"1 1, by = 1m [ps, (x)e"1% ] a,=Re [ps, (x)e"2%7, b,= m [ps, (x)es2 ™,

i, () i9; (x) i95, (x)

c1=Re [qs, (X)e 1, di=1m [gs, (x)e ], c2=Re [gsy(x)e 1. dz= Im [qs,, (x)e'¥s2)],

er=Re[rg, x)e' 17, f,= Im [rsl(x)eimSl %1 e,=Re [rsz(x)eiw52 9 f,=1m [rs, (x)e's2 %7,

Where, “Re” indicates real part and “Im” indicates imaginary part of corresponding complex number.

Let CN; and CN; be complex neutrosophic sets then,
I. 0<Jens(CNy,CNy) <1

Il. Jens(CNp, CN) =Jens(CN2, CNy)

1. Jens(CNy, CNy) =1, iff CNyj= CN,

IV.IfCNisaCNSinSand CN1C CNZC CN then, Jens (CNl, CN) < \]CNS(Cle CNz) , and JCNS(Cle CN) <
Jens(CNz, CN).

Proofs:
l. Since, ((a;hashy) 22 +(cidic,dy) 0 +(erf1e,f 2)%°) <(aghy+cidi+e,fy) + (ayhp+cydy+e,f )

— ((agbya,h,) " %+(cyd c,0) 5 +(es F e, )*0) it can be written as 0 <Jcns(CNy, CN,) <1.
I1. 1t is obvious that the proposition is true.

I11. When CN; = CNj,, then obviously Jens (CNy, CNy) = 1. On the other hand if Jons (CNy, CNy) = 1 then, a; = a,,
bi=byci=Cpdy=dye1=86,f=1;.
This implies that CN; = CN..

IV. Let, CN:<ps(x)ei“5("),qs(x)eiSS 0 rg(x)e's (X)> and also assume that I, = Re [ ps(x)e™s™ ],

l,=Im [ps(x)ei“s(x)], m; = Re [qs(x)eigs(x)], m,=1Im [qs(x)eigs(x)], n,=Re [rs(x)ei"’s(x)], fi=Im [rs(x)ei‘*’s(x)].



If CN,c CN,c CN then we can write a;b; < ah, < i1y, €1d; 2 cd2 > myumy, esf; > e;f, > nyn,.
Hence we can write Jens (CNl, CN) < Jens (CN, CNz) , and ‘]CNS(Cva CN) < \]CNS(CNL CN)

3.6 Weighted Complex neutrosophic Jaccard similarity measure (WCNJSM)
Definition 3.6.1

Assume that there are two complex neutrosophic sets namely, CN1=<pSl(x)ei” Sl(x),qsl(x)eigsl(x),rsl(x)eimsl(x)>
and CN2:<p52 (x)ei“SZ(X),qS2 (x)eiSSZ(X),rS2 (x)eims?(x)> in S for all x belongs to X. A weighted complex Jaccard

similarity measure between complex neutrosophic sets CN; and CN, can defined as follows:

Jwens = MLy Wi (agbyahy 2% +(cydicody )%+ (esfse,f ) )
T ((asbyrerdyer 1)+ (aghyroadoenfy)~(asbraghy )5+ (eydicod, 25+ et i)

Where, 31, wi=1

Let CN; and CN, be complex neutrosophic sets then,

l. 0<Jyens(CNy, CN,) <1

1. Jwens(CN1, CNy) =Jwens(CNo, CNy)

1l. JWCNS (CNl, CNZ) = 1, iff CN1= CN2

IV.IfCNisaCNSinSand CNlC CNZC CN then, Jwens (CNl, CN) < JWCNS(Cle CNz) , and
\]WCNS(CNL CN) < ‘]WCNS(CNZy CN)

Proofs:

l. Since s wi=land ((ajb;asby) 2 +(cydicody) > +(erf 162 2)*°) <(aghy+eydi+erfy) +(azbytcody+eyf )

— ((aghya,hy) "3 +(c dyc,d2) 5 +(es F e, )%°) it can be written as 0 <Jyyens(CNy, CNp) <1
I1. It is obvious that the proposition is true.
I11. When CN; = CN,, then obviously Jwens (CNy, CN,) = 1. On the other hand if Jwcns (CNy, CNy) = 1 then, a; = a,,
b1=by Ci=cpdi=dy =6, 1 =1,
This implies that CN; = CN..

IV. Let, CN:<ps(x)ei“5(x),qs(x)eiSs 0 rg(x)e!s (X)> and also assume that I; = Re [ pg(x)e™s™ 7, = Im [ ps(x)e'*s®

1. my = Re [g5(x)e'*s™], mo= Im [g5(x)e'*], ny = Re [rs(x)e™*s )], np= Im [rg(x)e™s™]

If CN,c CN,c CN then we can write a;b; < ah, < i1y, €1d; = cd2 = myumy, e4f; > exf, > nyn,.
Hence we can write ‘]WCNS(CN].! CN) < JWCNS(CN: CNz) , and JWCNS(CNL CN) < JWCNS(CN21 CN)

4. Methodology of medical diagnosis

Assume that, Hy, H,, ..., Hy, be a discrete set of patients, D, Dy, ..., D, be the set of diseases, and A, A,, ..., Axbe a
set of symptoms. The decision-maker provides the ranking of diseases with respect to each symptom. Medical
diagnosis procedure under complex neutrosophic environment based on Cosine, Dice and Jaccard similarity measure
camn be presented using the as following steps.



Step 1: Determination the relation between patients and symptoms
The ranking presents the performances of patients H; (i = 1, 2,..., m) against the symptoms A; (j = 1, 2, ..., k). The
complex neutrosophic values associated with the patients and their symptoms for diagnosis problem can be
presented in the decision matrix (see the table 1).

Table 1: The relation between Patients and Symptoms (R-1)

R-1 A, A, Ax

Hi <T111|111F11> <T12’|12vF12> <le'|1kalk>
H2 <T211|211F21> <T221|22’F22> <T2kv|2k’F2k>
Hm <Tm1'|m1'Fm1> (TmZ'IleFm2> (karlmk*ka>

Here Ty, 13,Fy) (i=1,2,..,m;j=1,2, .., k) is the complex neutrosophic number associated to the i-th patient and

the j-th symptom.

Step 2: Determination of the relation between symptoms and diseases
The relation between symptoms A, (j = 1, 2, ..., k) and diseases Dy (t = 1, 2, ..., n) in terms of complex neutrosophic
numbers can be presented in the decision matrix (see the table 2).

Table 2: The relation between symptoms and diseases (R-2)
R-2 D1 D> Dn

As <E_»11vn11 ) Ca11> <E.~12 M1z vC12> <E.~1n i Nin :C1n>
Az <§21vﬂ21v§21> <§22:T]221C22> <§2nvn2n:C2n>

Ak <ék1vnk1ka1> <§k2vnk21(;k2> <E.»knvr|knv€kn>

Here (gij,nij ,gij>( i=1,2..,k j=1,2, .., n)is the complex neutrosophic number associated to the i-th symptom

and the j-th disease.

Step 3: Determination of the similarity measures
Determine the complex cosine, Dice and Jaccard similarity measures Cqys, Dconsand Jeons between the table 1 and

the table 2 using equation (6), equation (8) and equation (10).

Step 4: Ranking the alternatives

Ranking of diseases can be prepared based on the descending order of complex cosine, Dice and Jaccard similarity
measures. The disease corresponding to highest similarity value reflects that patient H; (i =1, 2,..., m) suffering
from that disease.

Step 5: End



5. Example on medical diagnosis

We consider a medical diagnosis problem for illustration of the proposed approach. Medical diagnosis comprises
of uncertainties and increased volume of information available to physicians from new medical technologies. So, all
collected information may be in complex neutrosophic form. The three components of a complex neutrosophic set
are the combinations of real-valued truth amplitude term in association with phase term, real-valued indeterminate
amplitude term with phase term, and real-valued false amplitude term with phase term respectively. So, to deal more
indeterminacy situations in medical diagnosis complex neutrosophic environment is more acceptable.

The process of classifying different set of symptoms under a single name of a disease is very difficult. In some
practical situations, there exists possibility of each element within a periodic form of neutrosophic sets. So, medical
diagnosis involves more indeterminacy. Complex neutrosophic sets handle this situation. Actually this approach is
more flexible, dealing with more indeterminacy areas and easy to use. The proposed similarity measure among the
patients versus symptoms and symptoms versus diseases will provide the proper medical diagnosis in complex
neutrosophic environment.

The main feature of this proposed approach is that it considers complex truth membership, complex
indeterminate and complex false membership of each element taking periodic form of neutrosophic sets.

Now, consider an example of a medical diagnosis. Assume that H = {H;, H,, Hz} be a set of patients, D = {Viral
Fever, Malaria, Stomach problem, Chest problem} be a set of diseases and A = {Temperature, Headache, Stomach
pain, cough, Chest pain.} be a set of symptoms. Our investigation is to examine the patient and to determine the
disease of the patient in complex neutrosophic environment.

Step 1: Determination the relation between patients and symptoms

In the diagnosis process the relation between Patients and Symptoms in complex neutrosophic form has been
presented in the decision matrix as follows (see table 3).
Table 3: Relation between Patients and Symptoms in complex neutrosophic form (R-1)
R-1 Temperature Headache Stomach pain cough Chest pain

Hl 0.6el‘0i,0.4el'2i, 0-461‘2i10-4ellli1 O.3el'Oi,0.4el'Oi, 0.6e1.0i’0.561.2il 0.4e1.0i’0.3el.0i’
0-280'8i 0-390'7i O.4e0'6i 0-360'8i 0_260.5i

H2 0.761.3i’0.4e1.2i’ 0-491'5i10-691'5i1 0_5el.4i70_4el.2i’ 0_6el.Oi’0.4e1.0i’ 0.3el.5i’0.4€10i7
0_5e0.9i 0.3e0.5i 0.4el.Oi 0.4e0.6i 0_5e1.0i

H3 0.560.6i’0.561.2i’ 0_5el.3i10.4el.2i’ 0_4el.Oi’0.4e1.0i’ 0.461.0i’0.561Ali7 0_5el.2i70_zel.2i’
0_5e0.9i 0_4e0,4i 0~260'6i 0-261'2i 0-261'4i

Numerical values of (a;b;)®?, (c,d;)*°and (e;f;)*® corresponding to each CNN (from table 3) has been presented
in the following matrix (see table 4).

Table 4: Numerical values of (a;b;)**, (c;d;)**and (e,f,)** corresponding to each CNN (from table 3)

Patients | Temperature Headache Stomach pain cough Chest pain

[(albl)o'sn(cldl)o'Sy [(albl)o's,(cldl)o's, [(albl)o'sn(cldl)o'Sy [(albl)o'Sv(Cldl)O's, [(albl)o's,(cldl)o's,
(elf1)0'5] (elfl)o's] (elf1)0'5] (elfl)o's] (elfl)o's]




H; [0.405, 0232, | [0.581, 0637, | [0.202,  0.270, | [0.404,  0.226, | [0.255,  0.202,
0.141] 0.702] 0.274] 0.212] 0.126]

H, [0.355, 0.232, | [0.105, 0.161, | [0.205,  0.232, | [0.405,  0.270, | [0.077,  0.270,
0.348] 0.396] 0.271] 0.274] 0.336]

Hs [0.342, 0290, | [0.255, 0.232, | [0.270,  0.270, | [0.270,  0.270, | [0.290,  0.077,
0.349] 0.239] 0.138] 0.270] 0.084]

Step 2: Determination of the relation between symptoms and diseases

The relation between symptoms namely, temperature, headache, stomach pain, cough and diseases namely, viral
fever, malaria, stomach pain, chest pain in terms of complex neutrosophic numbers has been presented in the
following decision matrix (see the table 5).

Table 5: Relation among Symptoms and Diseases in complex neutrosophic form (R-2)

R-2 Viral Fever Malaria Stomach problem Chest problem
Temperature 0.481.2i10.4el.4i, 0. Gel 3i 0 4el4| 0.561'4i,0.5€l'5i, 0.6el'Si,0.4eO'6i,
0.3e046i 0. 2el 5i Olzeo.ﬁi 0'560.7i
Headache 0.5¢%61, 0,407, 0.5¢%81, 0,409 0.5¢%%, 0.4,

04e07| 04e08|
03e09|

0. 2e0 .8i 0-2910' > 0. 5e0 .8i

Stomach pain <0 5elli 02612 042 0463,

>

13| 0.5e1‘4i
Cough 03914' O4e15| 04e15| OSGOGI , 03e07| 04808|
0.5¢%¢ 0.3¢%7 0.3¢> 0.4¢°
Chest pain 0.4¢%80.4g09 0.4¢+21,0.4¢M4 0.4¢44,0.3¢%,

>
il sl
) [ [P [P
iRl
) [Py | ) [P

0. 5e10| 0-580'6i > 0. 2e08l

Numerical values of (a;b,)*®, (c.d,)*°and (ef,)*® corresponding to each CNN (from table 5) is presented in the
following matrix (see the table 6).

Table 6: Numerical values of (a;b,)**, (c,d»)**and (e,f,)*° corresponding to each CNN (from table 5)

Symtoms Viral Fever Malaria Stomach problem | Chest problem
[(azbzo)z's,(czdz)o's, [(azbzo)z's,(czdz)o'sl [(azbzf?g's,(czdz)o'sy [(azbzf?g'sl(czdz)o'sy
(e2f2)™] (e2f2)™] (e2f2)™] (e2f2)™]

Temperature [0.232, 0.161, | [0.581, 0.637, | [0.205, 0.134, | [0.158, 0.274,
0.205] 0.702] 0.138] 0.351]

Headache [0.345, 0.281, | [0.281, 0.281, | [0.354, 0.279, | [0.349, 0.270,
0.141] 0.210] 0.134] 0.354]




Stomach pain [0.425, 0247, | [0.319,  0.114, | [0.232, 0.202, | [0.202,  0.164,
0.232] 0.100] 0.205] 0.077]
[0.122, 0.105, | [0.105,  0.342, | [0.342, 0.281, | [0.210,  0.283,

Cough 0.342] 0.210] 0.212] 0.279]

Chest pain [0.283, 0279, | [0.313,  0.236, | [0.236, 0.164, | [0.164,  0.205,
0.338] 0.122] 0.342] 0.141]

Step 3: Determination of the similarity measures
The complex cosine, Dice and Jaccard similarity measures Ccys, Donsand Jeoyg between the table 3 and the table 5

using equation (6), equation (8) and equation (10) have been presented in the table 7, the table 8 and the table 9.

Table 7: Complex neutrosophic cosine similarity measure between R-1 and R-2

CNCSM Viral Fever Malaria Stomach problem Chest problem
H; 0.9303 0.9272 0.8662 0.8442
H, 0.8581 0.7512 0.8148 0.8681
Hs; 0.9267 0.8602 0.8409 0.7864

Table 8: Complex neutrosophic Dice similarity measure between R-1 and R-2

CNDSM Viral Fever Malaria Stomach problem Chest problem
H; 0.8623 0.8281 0.8596 0.8451
H, 0.8024 0.7320 0.7935 0.8307
Hs 0.9005 0.8473 0.8187 0.7672

Table 9: Complex neutrosophic Jaccard similarity measure between R-1 and R-2

CNJISM Viral Fever Malaria Stomach problem Chest problem
H; 0.8595 0.8114 0.8498 0.8443
H, 0.8201 0.8019 0.7911 0.8502
Hs 0.8708 0.8147 0.8469 0.7425

Step 4: Ranking the alternatives
The highest correlation measure from the table 7, table 8 and table 9 reflects the proper medical diagnosis.
Therefore, patients H; and Hs suffer from viral fever and patient H, suffers from chest problem.

Step 4: End.



Conclusion

In this paper, we have proposed three similarity measures namely, Cosine, Dice and Jaccard similarity measures
based on complex neutrosophic sets. We have also proved some of their basic properties. We have presented their
applications in a medical diagnosis problem. The concept presented in this paper can be applied to multiple attribute
decision making problems, pattern recognition, personnel selection, artificial intelligence in complex neutrosophic
environment.
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Highlights

*  We propose complex neutrosophic cosine, Dice and Jaccard similarity measures.

e We establish some of the properties of complex neutrosophic cosine, Dice and Jaccard
similarity measures.

* We present an application of neutrosophic complex cosine, Dice and Jaccard similarity
measures have to medical diagnosis problem with complex neutrosophic information.

e We conclude that the proposed similarity measures can be applied in multi attribute
decision making, pattern recognition, personnel selection, etc problems.



Table 1: The relation between Patients and Symptoms (R-1)

R-1 A, A, Ax
Hi <T111|111F11> <T121|121F12> <T1k'|1k'Flk>
H2 <T211|21:F21> <T22,I22,F22> <T2kl|2k’F2k>

Hm <Tml'|m1'le> <Tm2'|m2’Fm2> <ka’|mk'ka>



Table 2: The relation between symptoms and diseases (R-2)
R-2 D1 D, Dn

A1 <§11 M C11> <§12 Mz Cu) e <§1n M Cln>
Az <i21:n21:(;21> <§22vﬂ22:§22> <i2n’n2nlqzn>

Ak <§k11ﬂk1:§k1> <E.‘k21nk2’(;k2> <‘iknvnkn'(;kn>



Table 3: Relation between Patients and Symptoms in complex neutrosophic form (R-1)

R-1 Temperature Headache Stomach pain cough Chest pain

Hl 0.6el'0i,0.4el'2i, O.4el'Zi,0.4el'li, 0-3e1'0i,0-4e1'0i, 0-661'0i10-5el'2i, 0.4e1'°i,0.3e1'°i,
0_260.8i 0-360'7i 0.4 e0.6i 0-360'8i 0-260'5i

H2 0.7 e1.3i ,O.4el'Zi , 0.4el'5i ,O.Gel'Si , 0.561.4i 10-491'2i , 0.661'0i ’04 el.Oi , O.3el'Si ’0.4el.0i ,
o.5eo.gi 0'3e0.5i O.4el'Oi O.4e°'6i 0.561‘0i

Hs 0.5eo4ei ’0.5e1.2i]

<

0'56049i

)

0.5¢"%,0.4¢1%,
0.4¢%4

)

<

O.4el'Oi ’04 el.Oi ,
O.ZeO.Gi

O.4e1‘°i ,O.5el'1i ,
0.261'2i

)

0.5el.Zi ,0.261‘2i ,
0.261‘4i

)




Table 3: Relation between Patients and Symptoms in complex neutrosophic form (R-1)

R-1 Temperature Headache Stomach pain cough Chest pain

Hl 0.6el'0i,0.4el'2i, 0.461.2i’0.4e1.1i’ 0-3e1'0i,0-4e1'0i, 0-661'0i10-5el'2i, 0.4@1.0i10.3@1.0il
0_260.8i 0-360'7i 0.4 e0.6i 0-360'8i 0-260'5i

H2 0.7 e1.3i ,O.4el'Zi , 0.4el'5i ,O.Gel'Si , 0.561'4i 10-491'2i , 0.661'0i ’04 el.Oi , 0.391'5i ’0.4el.0i ,
O.5eo.gi 0'3e0.5i O.4el'Oi O.4e°'6i 0.561‘0i

Hs 0.5eo4ei ’0.5e1.2i]

<

0'56049i

)

0.5¢"%,0.4¢1%,
0.4¢%4

)

<

O.4el'Oi ’04 el.Oi ,
O.ZeO.Gi

O.4e1‘°i ,O.5el'1i ,
0.261'2i

)

0.5el.2i , 0.261‘2i ,
0.261‘4i

)




Table 5: Relation among Symptoms and Diseases in complex neutrosophic form (R-2)

R-2 Viral Fever Malaria Stomach problem Chest problem
Temperature 0_461.2i’0.461.4il 0. 6el 3i 0 4e1 4i 0.561.4i70.5el.5i’ 0.661.5i10.4eo.6i’
0_3e0.6i 0. 2e1 5i O.Zeo.ei 0.590'7i
Headache 05e06| 04eO7| 04eO7| 04e08|

0. 2e08|

)

0. 3609I

05e08| O4eOQ|
02e10|

0. 5e09| 04610|
0.5e0.3l

Stomach pain

05ell| 02e12|

0. 4el.3i 0.481.4i

<
e
<
s

)
)
)
)
)

<
<
<
s

04e12| O4el3|
05el4|

0.2e0.8i

ey
< )
o)

046‘12| > 13| 0_361.5i
Cough 03el4l 04 15| 04e15| 05e06| 05606| 04e07|

0. 560 6i 0. 360 7i 0. 360 8i 0.460.9i
Chest pain 0. 4e08l 0. 4e09| > 0. Gel()l 0. 4e12| 0. 4e1 20 O 4el4| 0. 461'4i10-390'6i1




Table 6: Numerical values of (a,b,)%°, (c,d,)**and (e,f,)** corresponding to each CNN (from table 5)

Symtoms Viral Fever Malaria Stomach problem | Chest problem
[(azbz)o's,(czdz)o's, [(azbz)o's,(czdz)o'sl [(azbz)o'sl(czdz)o'sy [(azbz)o'sl(czdz)o'sy
(e2f)*°] (e2F)*°] (e2F)*°] (e2f)*°]

Temperature [0.232, 0.161, | [0.581, 0.637, | [0.205, 0.134, | [0.158, 0.274,
0.205] 0.702] 0.138] 0.351]

Headache [0.345, 0.281, | [0.281, 0.281, | [0.354, 0.279, | [0.349, 0.270,
0.141] 0.210] 0.134] 0.354]

Stomach pain [0.425, 0.247, | [0.319, 0.114, | [0.232, 0.202, | [0.202, 0.164,
0.232] 0.100] 0.205] 0.077]
[0.122, 0.105, | [0.105, 0.342, | [0.342, 0.281, | [0.210, 0.283,
0.342] 0.210] 0.212] 0.279]

Cough

Chest pain [0.283, 0.279, | [0.313, 0.236, | [0.236, 0.164, | [0.164, 0.205,
0.338] 0.122] 0.342] 0.141]




Table 7: Complex neutrosophic cosine similarity measure between R-1 and R-2

CNCSM Viral Fever Malaria Stomach problem Chest problem
H; 0.9303 0.9272 0.8662 0.8442
H, 0.8581 0.7512 0.8148 0.8681
Hs; 0.9267 0.8602 0.8409 0.7864




Table 8: Complex neutrosophic Dice similarity measure between R-1 and R-2

CNDSM Viral Fever Malaria Stomach problem Chest problem
H; 0.8623 0.8281 0.8596 0.8451
H, 0.8024 0.7320 0.7935 0.8307
Hs; 0.9005 0.8473 0.8187 0.7672




Table 9: Complex neutrosophic Jaccard similarity measure between R-1 and R-2

CNJISM Viral Fever Malaria Stomach problem Chest problem
H; 0.8595 0.8114 0.8498 0.8443
H, 0.8201 0.8019 0.7911 0.8502
Hs; 0.8708 0.8147 0.8469 0.7425
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