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Abstract

In image classification, merging the opinion of several horegperts is very
important for different tasks such as the evaluation or thing. Indeed, the
ground truth is rarely known before the scene imaging. Wegse here differ-
ent models in order to fuse the informations given by two oremexperts. The
considered unit for the classification, a small tile of thag®, can contain one or
more kind of the considered classes given by the experts.cénseproblem that
we have to take into account, is the amount of certainty obttpert has for each
pixel of the tile. In order to solve these problems we define finodels in the con-
text of the Dempster-Shafer Theory and in the context of teedit--Smarandache
Theory and we study the possible decisions with these models

Keywords: Experts fusion, DST, DSmT, image classification.

I ntroduction

Fusing the opinion of several human experts, also knownessxperts fusion problem,
is an important question in the image classification field eerg few studied. Indeed,
the ground truth is rarely known before the scene has beageih@onsequently, some
experts have to provide their perception of the images ieiotal train the classifiers
(for supervised classifiers), and also to evaluate the inctassification. In most of
the real applications, the experts cannot provide the rdiffeclasses on the images
with certitude. Moreover, the difference of experts peticgs can be very large, and
so many parts of the images have conflicting information. rébg only one expert
reality is not reliable enough, and experts fusion is required.

Image classification is generally done on a local part of thage (pixel, or most
of the time on small tiles oé.g.16x 16 or 32<32 pixels). Classification methods can
usually be described into three steps. First, significaatties are extracted from these
tiles. Generally, a second step in necessary in order taceethese features, because
they are too numerous. In the third step, these featuresieee ¢p classification
algorithms. The particularity in considering small tilesiimage classification is that
sometimes, more than one class can co-exist on a tile.

An example of such an image classification process is seddagdaterization. This
serves many useful purposesghelp the navigation of Autonomous Underwater Ve-
hicles or provide data to sedimentologists. In such sonpliGgiions, which serve as
examples throughout the paper, seabed images are obtaitiechany imperfections
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[1]. Indeed, in order to build images, a huge number of platslata (geometry of the
device, coordinates of the ship, movements of the sonaj, ate taken into account,
but these data are polluted with a large amount of noisesedas instrumentations.
In addition, there are some interferences due to the sigaatling on multiple paths
(reflection on the bottom or surface), due to speckle, andalfsina and flora. There-
fore, sonar images have a lot of imperfections such as ingio@cand uncertainty;
thus sediment classification on sonar images is a difficdblem. In this kind of
applications, the reality is unknown and different expedn propose different clas-
sifications of the image. Figufé 1 exhibits the differencesugen the interpretation
and the certainty of two sonar experts trying to differetatihe type of sediment (rock,
cobbles, sand, ripple, silt) or shadow when the informaisomvisible. Each color
corresponds to a kind of sediment and the associated dgrt#ithe expert for this
sediment expressed in term of sure, moderately sure anduramt $hus, in order to
learn an automatic classification algorithm, we must take account this difference
and the uncertainty of each expert. For example, how a titeaK labeled asot sure
must be taken into account in the learning step of the classifid how to take into
account this tile if another expert says that it is sand? Aeoproblem is: how to take
into account the tiles with more than one sediment?
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Figure 1: Segmentation given by two experts.

Many fusion theories can be used for the experts fusion irgénaassification
such as voting rules[2] 3], possibility theory[[4, 5], béfienction theory[6[7]. In our
case, experts can express their certitude on their peotepiis a result, probabilities
theories such as the Bayesian theory or the belief funclienry are more adapted.
Indeed, the possibility theory is more adapted to imitateithprecise data whereas
probability-based theories is more adapted to imitate theedain data. Of course
both possibility and probability-based theories can iteitmprecise and uncertain data
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at the same time, but not so easily. That is why, our choicersiacted on the belief
function theory, also called the Dempster-Shafer theo&TJ]6,7]. We can divide the
fusion approach into four steps: the belief function mote, parameters estimation
depending on the model (hot always necessary), the condnnand the decision.
The most difficult step is presumably the first one: the bdligiction model from
which the other steps follow.

Moreover, in real applications of image classification, et conflict can be very
large, and we have to take into account the heterogeneitheotiles (more than
one class can be present on the tile). Consequently, therE@amrandache Theory
(DSmT) [&], an extension of the belief function theory, carbétter to our problem of
image classification if there is conflict. Indeed, considgihe space of discernment
0 = {C1,Cy,...,C,}, whereC; is the hypothesis “the considered unit belongs to
the clasg”. In the classical belief function theory, the belief fuinets, also called the
basic belief assignments, are defined by a mapping of thenset2® onto|0, 1]. The
power sek® is closed under the) operator, and) € 2. In the extension proposed
in the DSMT, generalized basic belief assignments are debgea mapping of the
hyper-power seD® onto|0, 1], where the hyper-power sét® is closed under botty
andn operators. Consequently, we can manage finely the conflitteoéxperts and
also take into account the tiles with more than one class.

In the first section, we discuss and present different bélietion models based
on the power set and the hyper power set. These models trysteearmour problem.
We study these models also in the steps of combination ansideof the information
fusion. These models allow, in a second section, to a gede@ission on the differ-
ence between the DSmT and DST in terms of capacity to represeproblem and in
terms of decision. Finally, we present an illustration of ptoposed experts fusion on
real sonar images, which represent a particularly unceet@iironment.

1 Our proposed Models

In this section, we present five models taking into accouatpbssible specificities
of the application. First, we recall the principles of the D&d DSmT we apply
here. Then we present a numerical example which illusttatefve proposed models
presented afterward. The first three models are presentied aontext of the DST, the
fourth model in the context of the DSmT, and the fifth modeldthbcontexts.
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Theory Bases
Belief Function Models

The belief functions or basic belief assignmentsre defined by the mapping of the
power se® onto|[0, 1], in the DST, and by the mapping of the hyper-power38t
onto[0, 1], in the DSmMT, with :

m(0) =0, ()
and
S m(x) =1, 2)
Xe2°©
in the DST, and
> omx) =1, (3)
XeD®

in the DSMT, whereX is a given tile of the image.
The equation[{1) allows that we assume a closed wboild|[7, &.c#n define the
belief function with only:
m(0) > 0, 4)

and the world is operi [9]. In a closed world, we can add one eferim order to
propose an open world.

These simple conditions in equatién (1) aht (2)[dr (1) ahdd®e a large panel
of definitions of the belief functions, which is one of thefdifilties of the theory. The
belief functions must therefore be chosen according torttemted application.

In our case, the space of discernméntepresents the different kind of sediments
on sonar images, such as rock, sand, silt, cobble, rippldadmsv (that means no
sediment information). The experts give their perceptioth belief according to their
certainty. For instance, the expert can be moderately uris choice when he labels
one part of the image as belonging to a certain class, andddb/tdoubtful on another
part of the image. Moreover, on a considered tile, more than sediment can be
present.

Consequently we have to take into account all these aspfkttts applications. In
order to simplify, we consider only two classes in the folilogy the rock referred as
A, and the sand, referred & The proposed models can be easily extended, but their
study is easier to understand with only two classes.

Hence, on certain tilesA and B can be present for one or more experts. The
belief functions have to take into account the certaintyegiby the experts (referred
respectively ag4 andcg, two numbers ir0, 1]) as well as the proportion of the kind
of sediment in the tileX (referred ap 4 andpg, also two numbers ifo, 1]). We have
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two interpretations of “the expert believes: it can mean that the expert thinks that
there isA on X and notB, or it can mean that the expert thinks that theré @n X and

it can also have3 but he does not say anything about it. The first interpretatields

that hypothesed and B are exclusive and with the second they are not exclusive. We
only study the first cased and B are exclusive. But on the til& , the expert can also
provide A and B, in this case the two propositions “the expert belieésand “the
expert believes! and B” are not exclusive.

Combination rules

Many combination rules have been proposed these last yetns context of the belief
function theory ([10, 111,19, 12] B, 133tc). In the context of the DST, the combination
rule most used today seems to be the conjunctive consensugivan by [9] for all
X €29 by:

M
mX)= >, [[m®. (5)
Yin..NYy=X j=1
whereY; € 29 is the response of the expgrtandm;(Y;) the associated belief func-
tion.
In the context of the DSmT, the conjunctive consensus rutebmaused for all
X € D® andYy € D®. If we want to take the decision only on the element®jrsome
rules propose to redistribute the conflict on these eleméFite most accomplished
rule to provide that is the PCRS5 given in[13] for two experisldor X € D®, X # ()
by:
mpcrs(X) = mia(X)+
3 ( mu (X)Pma(Y) | ma(X)*m (Y) )
mi(X) +ma(Y)  mo(X)+mi(Y))’

(6)

YeD®,
c(XNY)=0

where mi2(.) is the conjunctive consensus rule given by the equatidn (5),
c¢(X NY) is the conjunctive normal form ok N Y and the denominators are not
null. We can easily generalize this rule fof experts, forX € D®, X # ) :

mpcre(X) = m(X)+ (7)

M—-1

" I Mo (You)
=1

Zmi(X)Q Z : M—1 ’

i=1 M—

kﬂllemXE@ mi(X)+) o, () (Yoi ()
i st

(Yo, (1) Yo, (a1)) E(DE)M
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wheres; counts from 1 taV/ avoidingi:

oi(j) =J if j < i,
{Uz'(j)=j+1 if j >, (8)

M—-1
m;(X) + Z Mo, ) (Yo, () # 0, andm is the conjunctive consensus rule given by

j=1
the equatiz)ri]S).

The comparison of all the combination rules is not the pugpaighis paper. Con-
sequently, we use here the equatidn (5) in the context of BiE &nd the equatiofi](7)
in the context of the DSmT.

Decision rules

The decision is a difficult task. No measures are able to geottie best decision
in all the cases. Generally, we consider the maximum of orteethree functions:
credibility, plausibility, and pignistic probability.

In the context of the DST, the credibility function is givear &ll X € 2° by:

bel(X) = Y m(Y). (9)

Ye2X Y #)
The plausibility function is given for alk € 2© by:
plX)= > m(Y)=0bel(®) — bel(X°), (10)
Y €29, YNXH#D
whereX ¢ is the complementary of . The pignistic probability, introduced by [14], is
here given for allX € 2°, with X # () by:

betP(X)= Y |X|;|Y| - ng@)' (11)
Y €29,V £0

Generally the maximum of these functions is taken on the eflsin©, but we will
give the values on all the focal elements.

In the context of the DSMT the corresponding generalizedtfons have been
proposed[15,18]. The generalized credibiliby! is defined by:

Bel(X) = > m(Y) (12)

YeDX

The generalized plausibiliti! is defined by:
PI(X) = > om(Y) (13)

YED® XNY#)
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The generalized pignistic probability is given for &ll € D®, with X # () is defined
by:

GPT(X)= > %(;)Y)m(lf), (14)
Y EeDO Y £0

whereC(X) is the DSm cardinality corresponding to the number of pait& an
the Venn diagram of the problem [15, 8].

If the credibility function provides a pessimist decisidine plausibility function
is often too optimist. The pignistic probability is ofterkéa as a compromise. We
present the three functions for our models.

Numerical and illustrative example

Consider two experts providing their opinion on the tNe The first expert says that
on tile X there is some rocK with a certainty equal to 0.6. Hence for this first expert
we have :py = 1, pp = 0, andcy = 0.6. The second expert thinks that there are
50% of rock and 50% of sand on the considered X4lavith a respective certainty of
0.6 and 0.4. Hence for the second expert we hawe= 0.5, pg = 0.5, ¢4 = 0.6 and

cp = 0.4. We illustrate all our proposed models with this numericaraple.

MOdElMl

If we consider the space of discernment giverthy= { A, B}, we can define a belief
function by:

if the expert saysi:
m(A) = ca,
{ m(AUB) =1—cy,
(15)
if the expert say$8:
m(B) = ¢p,
{ m(AUB) =1—-cp.

In this case, it is natural to distribute— ¢4 and1 — ¢z on A U B which represent the
ignorance.

This model takes into account the certainty given by the exp# the space of
discernment does not consider the possible heterogerfdtye given tileX. Conse-
qguently, we have to add another focal element meaning thed tire two classe$ and
B on X. In the context of the Dempster-Shafer theory, we can callftical element
C and the space of discernment is givendy= { 4, B, C'}, and the power set is given
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by2° = {0,A,B,AUB,C,AUC,BUC, AU BUC}. Hence we can define our
first modelM; for our application by:

if the expert saysi:

m(A) = ca,

if the expert say$8:

m(B) = ¢p, (16)
{ m(AUBUC) =1-c¢g,

if the expert say¢’:
m(C) = pa.ca +pp.ca,
m(AUBUC)=1— (pa.ca+pp.cp).

On our numerical example, we obtain:

A|B|C |AuBUC
mp; 060 0 0.4
mo| O | 0|05 0.5

Hence for the consensus combination for the mdde] the belief functionn,, the
credibility, the plausibility and the pignistic proballiare given by:

element | mio | bel | pl | betP

0 031010 -
A 0.3 |{0.30.5|0.5238
B 0 0 |0.2]0.0952
AUB 0 |03]0.5|0.6190
C 0.2 02|04 |0.3810

AuC 0 |0.5|0.70.9048
BUC 0 [02|04|0.4762
AUuBUC | 02 |0.7]0.7 1

Where:
mi2(0) = mi2(ANC) = 0.30. a7

This belief function provides an ambiguity because the sarass is put o4, the
rock, andf, the conflict. With the maximum of credibility, plausibifitor pignistic
probability this ambiguity is suppressed because thesetifurs do not consider the
empty set.
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MOdElM2

In the first model)M;, the possible heterogeneity of the tile is taken into actoun
However, the ignorance is characterizedby B U C and not byA U B anymore, and
classC represents the situation when the two clas$esd B are onX. Consequently
AU BUC could be equal tol U B, and we can propose another modé] given by:

if the expert saysi:

{ m(A) = ca,
m(AUB) =1—ca,

if the expert say$8:

{ m(B) = ¢p, (18)
m(AUB) =1-cpg,

if the expert say¢’:
m(C) = pa.ca +pp-cp,
m(AUB) =1— (pa.ca +pp-cp).

On our numerical example, we have:

A|B| C |AUB
mp; 060 0 0.4
me| O | 005 0.5

In this modelM, the ignorance is partial and the conjunctive consensus thae
credibility, the plausibility and the pignistic probalbyliare given by:

element | mio | bel | pl | betP
[] 0.5 0 0 —
A 0.3 103[03] 0.6
B 0210202 04
AUB 0 [05]05 1
C 0 0 0
AuC 0 {0303 0.6
BUC 0 02(02] 04
AUBUC 0 0.51]0.5 1
where
mi2(0) = mi12(ANC) +mi2(CN(AUB)) =0.304+0.2 = 0.5. (19)

The previous ambiguity in/; betweenA (the rock) and) (the conflict) is still
present with a belief ofd higher thanA. Moreover, in this model the mass @his
null!
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These modeld/; andM, are different because in the DST the clasde® andC'
are supposed to be exclusive. Indeed, the fact that the m®t2f is not closed under
N operator leads to the exclusivity of the classes.

MOdelMg,

In our application,A, B and C' cannot be considered exclusive &h In order to
propose a model following the DST, we have to study exclusiasses only. Hence,
in our application, we can consider a space of discernmetiitre€é exclusive classes
©={ANB°, BN A°, An B} ={A’, B’,C'}, following the notations given on the
figurel2.

Figure 2: Notation of the intersection of two classeand B.

Hence, we can propose a new modé| given by:

if the expert saysi:
m(A"UC") = cy,
m(A'UB'UC")=1—ca,

if the expert say$:
m(B'UC") =¢p, (20)
m(A'UB'UC") =1—cpg,

if the expert say§’:
m(C’) =pa.ca +pp-cp,
m(A"UB'UC")=1— (pa.ca+pp.cp).
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Note thatA’ U B’ U C’ = A U B. On our numerical example we obtain:

Auc | Buc | C |AuB U
my 0.6 0 0 0.4
mo 0 0 0.5 0.5

Hence, the conjunctive consensus rule, the credibiligyplausibility and the pig-
nistic probability are given by:

element mqo | bel | pl | betP

0 0 0 0 —
A= An B¢ 0 0 |0.5|0.2167
B’ = BN A¢ 0 0 |0.2]0.0667
A UB =(ANB°)U (BN A° 0 0 |0.5|0.2833
C'"=ANB 0.5 |05 1 |0.7167
AuC' =A 03 108] 1 ]0.9333
BUC =B 0 05| 1 |0.7833

AUB UC'=AUB 02| 1 1 1

where

On this example, with this mod@l/; the decision will bed with the maximum of
pignistic probability. But the decision coultl priori be taken also o8’ = AN B
becauseni2(C’) is the highest. We show however in the discussion sectidrittisa
not possible.

MOdE|M4

In the context of the DSmT, we can writ¢ = A N B and easily propose a fourth
modelM,, without any consideration on the exclusivity of the clasggven by:

if the expert saysi:

{ m(A) = ca,
m(AUB) =1-ca,

if the expert say8:

{ m(B) = ¢p, (22)
m(AUB) =1-cpg,

if the expert sayst N B:
{ m(ANB) =pa.ca+pp-ca,
m(AUB) =1- (pa.ca +pp-cp)-
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This last modell/, allows to represent our problem without adding an artificlaks
C. Thus, the model, based on the DSmT gives:

A|B|ANnB|AUB
mp |06 0 0 0.4
mg| 0 | 0O 0.5 0.5

The obtained mass, with the conjunctive consensus yields:

mis(A) = 0.30,
mlg(B) = O,
mlg(AﬂB) :ml(A)mg(AﬂB)+m1(AUB)m2(AﬂB) (23)

= 0.30+40.20 = 0.5,

These results are exactly the same for the mddel These two models do not
present ambiguity and show that the massian B (rock and sand) is the highest.

The generalized credibility, the generalized plausipgitd the generalized pignis-
tic probability are given by:

element | mio | Bel | P1 | GPT

0 0 0 0 —
A 0.3 ]08] 1 ]0.9333
B 0 |0.5(0.7]0.7833

ANB | 0505 1 |0.7167
AUuB | 02| 1 1 1

Like the modelM3, on this example, the decision will b& with the maximum
of pignistic probability criteria. But here also the maximwf m, is reached for
ANnB=C".

If we want to consider only the kind of possible sedimett&ndB and not also the
conjunctions, we can use a proportional conflict redistrdsurules such as the PCR5
proposed in[[13]. Consequently we hawe= 0.3.(0.5/0.3) = 0.5 andy = 0, and the
PCR5 rule provides:

mPCR5(A) =0.3040.5=0.8,
mpCR5(B) = 07 (24)
mpCR5(A U B) = 0.20.
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The credibility, the plausibility and the pignistic prohlitly are given by:

element | mpors | bel | pl | betP

0 0 0 0 —
A 0.8 08| 1 0.9
B 0 0 {02} 0.1

AUB 0.2 1 1 1

On this numerical example, the decision will be the same thaiwonsensus rule, here
the maximum of pignistic probability is reached fdr(rock). In the next section we
see that is not always the case.

Model M

Another modelM/5 which can be used in both the DST and the DSmT is given consid-
ering only one belief function according to the proportign b

m(A) =pa.ca,
m(B) = pp.ca, (25)
m(AUB) =1~ (pa.ca+pp-cp).

If for one expert, the tile contains onlyl, p» = 1, andm(B) = 0. If for another
expert, the tile containd and B, we take into account the certainty and proportion of
the two sediments but not only on one focal element. Consgtyuere have simply:

A| B |AUB
mp | 06| 0 0.4
mg | 03]0.2] 0.5

In the DST context, the consensus rule, the credibility, glaisibility and the
pignistic probability are given by:

element | mi | bel pl betP
0 0.12] 0 0 —
A 0.6 | 0.6 | 0.8 | 0.7955
B 0.08 | 0.08 | 0.28 | 0.2045
UB 0.2 | 0.88 | 0.88 1

A

In this case we do not have the plausibility to decidedon B, because the conflict is
onf.
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In the DSMT context, the consensus rule, the generalizetibility, the general-
ized plausibility and the generalized pignistic probaypiéire given by:

element | mi2 | Bel | Pl GPT
[} 0 0 0 -

A 0.6 | 0.72 ] 0.92 | 0.8933

B 0.08 | 0.2 | 0.4 | 0.6333

ANB |012]0.12| 1 |0.5267
AUB | 0.2 1 1 1

The decision with the maximum of pignistic probability eri& is still A.
The PCRS5 rule provides:

element | mpcps | bel pl | betP
[} 0 0 0 —

A 0.69 |0.69]|0.89| 0.79

B 0.11 0.11 | 0.31 | 0.21
AUB 0.2 1 1 1

where

mpes(A) = 0.60 +0.09 = 0.69,
mPCR5(B) =0.08+0.03 =0.11.

With this model and example the PCR5 rule, the decision wlhlsoA, and we do
not have difference between the consensus rules in the D&D&mT.

2 Discussion

We have build, in the previous section, the models, Ms, M3, My, and M5 in the
DSmT case in order to take into account the decision corieglaisoA N B (“there
is rock and sand on the tile”). In fact only the; and M, models can do it. Model
M, can do it only if both experts say N B. These two models assume thét B
and A N B are exclusive. Of course this assumption is false. For tha@etsd/s, M,
and M5, we have to take the decision on the credibilities, plalisés or pignistic
probabilities, but these three functions fdrn B cannot be higher thad or B (or
for C’ than A’ U ¢’ and B’ U C’ with the notations of the modél/s). Indeed for all
x€ANB,z € Aandx € B,soforallX CY:

bel(X) < bel(Y),
pl(X) < pl(Y),
betP(X) < betP(Y),
Bel(X) < Bel(Y),
PI(X) < PI(Y),
GPT(X) < GPT(Y).
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Hence, our first problem is not solved: we can never chobseB with the max-
imum of credibility, plausibility or pignistic probabilit If the two experts think that
the considered tile contains rock and sadAd B), then the pignistic probabilities are
equal. However the belief ad N B can be the highest (see the example on the models
Ms andM,). The limits of the decision rules are reached in this case.

We have seen that we can describe our problem both in the D&ThanDSmT
context. The DSmT is more adapted to modelize the beliet onB for example with
the model)M,, but modelM5 with the DST can provide exactly the same beliefAdn
B andA N B. Consequently, the only difference we can expect on thesagccomes
from the combination rules. In the presented numerical gt@nthe decisions are the
same: we choosa.

An example of decision instability

Take another example with this last modé}: The first expert providesp4, = 0.5,
pg = 0.5, ¢4 = 0.6 andcg = 0.4, and the second expert providesy = 0.5,
pe = 0.5,c4 = 0.86 andcp = 1. We want take a decision only ohor B. Hence we
have:

A | B|AUB
my | 0.3 102 0.5
mo | 0.43 | 0.5 | 0.07

For M5 on the DST context:

element | mia bel pl betP
[} 0.236 0 0 —
A 0.365 | 0.365 | 0.4 | 0.5007
B 0.364 | 0.364 | 0.399 | 0.4993

AUB |0.035|0.764 | 0.764 1

M5 with PCR5 gives (with the partial conflicts; = 0.0562, y; = 0.0937, zo =
0.0587 andy, = 0.0937):

element | mpcrs bel pl betP
0 0 0 0 -
A 0.479948 | 0.479 | 0.5149 | 0.4974
B 0.485052 | 0.485 | 0.5202 | 0.5026
AUB 0.035 1 1 1

This last example shows that we have a difference betweddS$Heand the DSmT, but
what is the best solution? With the DST we chodlsand with the DSmT we choose
B. We can show that the decision will be the same in the mostettse (about
99.4%).
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Stability of decision process

The space where experts can define their opinions on whidhsses are presentin a
given tile is a part of0, 1]™: £ = [0,1]" N (Z m(X) < 1). In order to study the

Xeco
different combination rules, and the situations where ttiffgr, we use a Monte Carlo

method, considering the weights,, ca, ps, ¢B, ..., as uniform variables, filtering
them by the conditionz pxcx < 1for one expert.

Xeo
Thus, we measure the proportion of situations where detidifiers between

the consensus combination rule, and the PCR5, where coisfligbportionally dis-
tributed.

We can not choosd N B, as the measure of N B is always lower (or equal with
probability 0) than the measure df or B. In the case of two classed, U B is the
ignorance, and is usually excluded (as it always maxintisgpl, betP, Bel, P1 and
GPT). We restrict the possible choices to singletofisB, etc. Therefore, it is equiv-
alent to tag the tile by the most credible class (maximaldfd), the most plausible
(maximal forpl), the most probable (maximal fowetP) or the heaviest (maximal for
m), as the only focal elements are singletosand(.

The only situation where the total order induced by the nmsassen singletons can
be modified is when the conflict is distributed on the singistas is the case in the
PCR5 method.

Thus, for two classes, the subspace where the decisiondk™by consensus rule
is very similar to the subspace where the decision is “rogktie PCR5 rule: only
0.6% of the volume differ. For a higher number of classes diéhasion obtained by
fusing the two experts’ opinions is much less stable:

number of classes 2 3 4 5 6 7
decision change | 0.6% | 5.5% | 9.1% | 12.1% | 14.6% | 16.4%

Therefore, the specificity of PCR5 appears mostly with mbanttwo classes,
and the different combination rules are nearly equivaldrgmdecision must be taken
within two possible classes.

Left part of figurd8 shows the density of conflict withtinfor a number of classes
of 2, 3, 6 and 7. Right part shows how this distribution chan§eve restrict to the
cases where the decision changes between consensus (dadnd PCR5 (plain
lines). Conflict is more important in this subspace, mos#gduse a low conflict usu-
ally means a clear decision: the measure on the best clafiemsvery different than
measure on the second best class.

For the “two experts and two classes” case, it is difficulttaracterize analytically
the stability of the decision process. However, we can easibw that ifm,(A) =
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Figure 3: Density of conflict for (left) uniform random experand (right) data with
different decision between consensus and PCR5.

ma(B) or if mi(A) = mq(B), the final decision does not depend on the chosen

combination rule.

3 [lllustration

Database

Our database contains 40 sonar images provided by the GES@wupe
d’Etudes Sous-Marines de I'Atlantique). These images vedrtained with a Klein
5400 lateral sonar with a resolution of 20 to 30 cm in azimunith & cm in range. The
sea-bottom depth was between 15 m and 40 m.

Two experts have manually segmented these images givinkjrndeof sediment
(rock, cobble, sand, silt, ripple (horizontal, verticalad45 degrees)), shadow or other
(typically ships) parts on images, helped by the manual segation interface pre-
sented in figurel4. All sediments are given with a certaintgliésure, moderately sure
or not sure). Hence, every pixel of every image is labelece#isgeither a certain type

of sediment or a shadow or other.

Results

We noteA = rock, B = cobble,C = sand,D = silt, E = ripple, FF = shadow and
G = other, hence we have seven classes@ng {A, B,C,D, E, F,G}. We have
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SEDIMENT TYPE
Sand

Figure 4: Manual Segmentation Interface.

applied the generalized mod®&l; on tiles of size 3232 given by:

(26)

= pp1.c1 + pro.ca + pr3.cg, for shadow,
= pgi.c1 + paa.-ce + pas.cs, for other,
1—(m(A) + m(B) + m(C) +m(D) + m(E) + m(F) + m(G)),

wherecy, ¢ andcs are the weights associated to the certitude respectivelyre”,
“moderately sure” and “not sure”. The chosen weights are:her = 2/3, co =
1/2 andcs = 1/3. Indeed we have to consider the cases when the same kind of
sediment (but with different certainties) is present onghae tile. The proportion
of each sediment in the tile associated to these weightstesinéor instance forA:
pa1, pa2 andpas. The tabld]l gives the conflict matrix of the two experts. We&eno
that the most of conflict come from a difference of opinionimstn sand and silt. For
instance, the expert 1 provides many tiles of sand when tperef thinks that is silt
(conflict induced of 0.0524). This conflict is explained b ttifficulty for the experts
to differentiate sand and silt that differ with only the insity. Part of conflict comes
also from the fact that ripples are hard to distinguish framdsor silt. Ripples, that is,
sand or silt in a special configuration, is sometimes diffitukee on the images, and
the ripples are most of the time visible in a global zone whsared or silt is present.
Cobbles also yield conflicts, especially with sand, silt emak: cobble is described by
some small rocks on sand or silt. The total conflict betweertlo experts is 0.1209.

)
)
)
) = pg1.c1 + pE2.ca + pgs.c3, for silt,
)
)
)
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Expert 2

Rock | Cobble | Ripple | Sand Silt Shadow| Other

Rock - 12.87 | 2.72 4.42 3.91 6.41 0.22

— | Cobble | 5.59 - 0.85 | 18.44 | 3.85 0.04 0
5| Ripple | 3.12 | 3.38 - 30.73 | 150.60| 0.27 0.16
$| Sand | 9.50 | 43.39 | 42.60 - 524.33| 0.51 0.57
w Silt 6.42 | 27.05 | 36.22 | 258.98 - 2.60 0.11
Shadow| 3.82 | 0.15 2.13 1.38 0.50 - 0.41
Other 0 0.20 0.10 0.35 0.31 0.14 -

Table 1: Matrix of conflict ¢ 10%) between the two experts.

Hence, our application does not present a large conflict.

We have applied the consensus rule and the PCR5 rule witimibiiel. The de-
cision is given by the maximum of pignistic probability. Inost of the cases the
decisions taken by the two rules are the same. We note adtifferonly on 0.4657%
of the tiles. Indeed, we are in the seven classes case wighDotR09 of conflict, the
simulation given on the figure 3 show that we have few charatgiie decisions differ.

4 Conclusion

In this paper we have proposed five different models in ordeake into account
two classical problems in uncertain image classificatiam {ffaining or evaluation):
the heterogeneity of the considered tiles and the certaihtije experts. These five
models have been developed in the DST and DSmT contexts. &tkeolgeneity of
the tile and the certainty of the expert can be easily takenancount in the models.
However, if we want to have the plausibility of taking a démison such a tile (with a
conjunctionA N B) the usual decision functions (credibility, plausibilaynd pignistic
probability) are not sufficient: they cannot allow a suchisiea. We can take the
decision ond N B only if we consider the belief function and if the model prdes a
beliefonA N B.

We have also studied the decision according to the conflitt@the combination
rules: conjunctive consensus rule and PCR5 rule. The decfsken with the maxi-
mum of the credibility, the plausibility or the pignisticqiyability) is the same in most
of the cases. For two experts, more classes leads to moréctamfil to more cases
giving a different decision with the different rules.

We have also illustrated one of the proposed models on raat $mages classified
manually by two different experts. In this application tb&at conflict between the two
experts is 0.1209 and we note a difference of decision only.4657% of the tiles.
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We can easily generalize our models for three or more expadsise the general-
ized combination of the PCRS5 given by the equatidn (7). Ofsethe conflict will be
higher and the difference in the decision must be studied.
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