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Abstract:

In this paper, we present the use of single-valued neutrosophic
sets in medical diagnosis by using distance measures and similar-
ity measures. Using interconnection between single-valued neutro-
sophic sets and symptoms of patient, we determine the type of dis-

ease. We define new distance formulas for single valued neutro-
sophic sets. We develop two new medical diagnosis algorithms under
neutrosophic environment. We also solve a numerical example to il-
lustrate the proposed algorithms and finally, we compare the obtained
results.
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1 Introduction

The notion of fuzzy set was introduced by Zadeh [1] to deal
with ambiguity, vagueness and imprecision. Atanassov [2]
popularized the concept of intuitionistic fuzzy set, as a gener-
alization of fuzzy set. Adlassnig [3] employed fuzzy set theory
to formalize medical relationships and fuzzy logic to model
the diagnostic process and developed a computerized diagnosis
system. Important developments and applications of some
medical expert systems based on fuzzy set theory were reported
in the literature [ 4-8]. De et al. [9] first proposed an application
of intuitionistic fuzzy sets in medical diagnosis. Davvaz and
Sadrabadi [10] discussed an application of intuitionistic fuzzy
sets in medicine. Several authors [10-15] employed intuitionistic
fuzzy sets in medical diagnosis and cited De et al. [9]. However,
Hung and Tuan [16] pointed out that the approach studied in [9]
contains questionable results that may lead to false diagnosis of
patients’ symptoms.

It is widely recognized that the information available to the
medical practitioners about his/her patient and about medical
relationships in general is inherently uncertain. Even infor-
mation is incomplete as it continually becomes enlarged and
gets changed. Heisenberg’s Uncertainty Principle [17] reflects
that nature possibly is fundamentally indeterministic. It is
widely accepted that knowledge may differ according to culture,
education, religion, social status, etc., and therefore information
derived from different sources may be inconsistent. We may
recall Godel’s Theorem [18] which clearly reflects that contra-
dictions within a system cannot be eliminated by the system
itself. So uncertainty, incomplete and inconsistency should be
addressed in medical diagnosis problem which can be dealt with
neutrosophic set [19] introduced by Florentin Smarandache.
Neutrosophic set [19] consists of three independent objects
called truth-membership (@), indeterminacy-membership (o)

and falsity-membership (v) whose values are real standard or
non-standard subset of unit interval [0~,17[. In 1998, the idea
of single-valued neutrosophic set was given by Smarandache
[19] and the term “‘single valued neutrosophic set” was coined in
2010 by Wang et al. [20].

Yang et al. [21] presented the theory of single-valued neu-
trosophic relation based on single-valued neutrosophic set. In
almost every scientific field, the idea of similarity is essentially
important. To measure the degree of similarity between fuzzy
sets, many methods have been introduced [22-25]. These
methods are not suitable to deal with the similarity measures of
neutrosophic sets (NSs). Majumdar and Samanta [26] presented
several similarity measures of single valued neutrosophic sets
based on distances, a matching function, membership grades,
and then proposed an entropy measure. Several studies dealt
with similarity measures for neutrosophic sets and single-valued
neutrosophic sets [27-31]. Salama et. al. [32] defined the
neutrosophic correlation coefficients which are another types of
similarity measurement. Ye [33] discussed similarity measures
on interval neutrosophic set [34] based on Hamming distance
and Euclidean distance and showed how these measures can be
used in decision making problems. Furthermore, on the domain
of neutrosophic sets, Pramanik et al. [35] studied hybrid vector
similarity measures for single valued neutrosophic sets as well
as interval neutrosophic sets. In medical diagnosis, Ye [36]
presented the improved cosine similarity measures of single
valued neutrosophic sets as well as interval neutrosophic sets
and employed them to medical diagnosis problems. Mondal and
Pramanik [37] propose tangent similarity measure and weighted
tangent similarity measure for single valued neutrosophic sets
and employed them to medical diagnosis.

In medical diagnosis problem, symptoms and inspecting data
of some disease may be changed in different time intervals.
It leads to the question that whether only by using a single
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period inspection one can conclude for a particular patient with
a particular decease or not. Sometimes symptoms of different
diseases may appear for a person under treatment. Then, natural
question arises, how can we decide a proper diagnosis for the
particular patient by using one inspection? To answer this
question Ye [38] proposed multi-period medical diagnosis (i.e.
dynamic medical diagnosis) strategy based on neutrosophic
tangent function. Several medical strategies [39-52] have been
reported in the literature in neutrosophic environment including
neutrosophic hybrid set environment. Nguyen et al. [S3] made a
survey of the state-of-the-arts on neutrosophic sets in biomedical
diagnoses. The aforementioned strategies [ 36, 37, 38] employed
cosine similarity measure and tangent similarity measure under
neutrosophic environment.

The use of single-valued neutrosophic sets in medical diagnosis
by using distance measures and similarity measure which have
not been addressed in the literature. In this paper, we present two
algorithms for medical diagnosis by using distance measures and
similarity measures under neutrosophic environment. This study
answers the following research questions:

1. Is it possible to formulate a new algorithm for medical diag-
nosis by using normalized Hamming distance and similarity
measure?

2. Is it possible to formulate a new algorithm for medical diag-
nosis by using normalized Euclidean distance and similarity
measure?

3. Isit possible to develop a new algorithm for medical diagno-
sis by using new distance formula and similarity measure?

The above-mentioned analysis describes the motivation behind
proposing two new medical diagnosis algorithms under single
valued neutrosophic environment using new distance formulas
and similarity measures. This study develops two novel medical
diagnosis algorithms under single valued neutrosophic environ-
ment. The Objectives of the paper are stated as follows:

1. To define two new neutrosophic distance formulas.

2. To develop two new medical diagnosis algorithms under sin-
gle valued neutrosophic environment.

3. To show numerical example of medical diagnosis using the
proposed algorithms.

4. To compare the obtained results derived from the proposed
two algorithms with the algorithms based on normalized
Hamming and normalized Euclidean distance.

5. To fill the research gap, we propose two algorithms for med-
ical diagnosis by using distance measures and new similarity
measures under neutrosophic environment.

The proposed algorithms can be effective in dealing with medi-
cal diagnosis under single valued neutrosophic set environment.
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It can be extended to interval neutrosophic environment and neu-
trosophic hybrid environment. The main contributions of this pa-
per are summarized below:

i. We define two new distance formulas for neutrosophic sets.

ii. We develop two new algorithms for medical diagnosis based
on new distance formulas and similarity measure.

iii. We present the comparison between the proposed algo-
rithms with the algorithms based on normalized Hamming
and normalized Euclidean distance.

The rest of the paper unfolds as follows: In section 2, we describe
some basic definitions and operations of single valued neutro-
sophic sets (SVNSs). In section 3, we present the definition of
proposed distance formulas and develop two new algorithms for
medical diagnosis and present comparison with numerical exam-
ple. In section 4, we present conclusion and future scope of the
study.

2 Preliminaries

In this section, we review some basic concepts related to neutro-
sophic sets.

Definition 1. [19] Let Z be a space of points (objects).
A neutrosophic set M in Z is characterized by a truth-
membership function (up(2)), an indeterminacy-membership
Sunction (op(2)) and a falsity-membership function (var(2)).
The functions (par(2)), (oam(2)), and (vp(2)) are real stan-
dard or non-standard subsets of 107,17, that is, pp(2)
Z = 10,1 om(z) : Z — J07,1%[ and vy (2)

Z — ]0_7 1+[ and 0~ < pp(2) + opm(2) + v (z) < 3t.
From philosophical point of view, the neutrosophic set takes the
value from real standard or non-standard subsets of |0~, 17 . In
real life applications in scientific and engineering problems, it is
difficult to use neutrosophic set with value from real standard or
non-standard subset of |07, 1%[,, where 0~ = 0—¢, 1T = 1+¢,
€ is an infinitesimal number > 0. To apply neutrosophic set in
real-life problems more conveniently, Smarandache and Wang
et al. [20] defined single-valued neutrosophic sets which takes
the value from the subset of [0, 1]. Thus, a single-valued neu-
trosophic set is a special case of neutrosophic set. It has been
proposed as a generalization of crisp sets, fuzzy sets, and intu-
itionistic fuzzy sets in order to deal with incomplete information.

Definition 2. Let Z = {21, 22, ..., 2, } be a discrete confined
set. Consider M, N, O be three neutrosophic sets in Z. For all
z; € Z we have:

dig (M, N)=H (M, N)=max{|pun(z) — pn(2i)l], loa (2) —
on(z)l; [va(zi) — v (2)|}-
where dg (M, N)=H(M,N) denotes the extended Hausdroff

distance between between two neutrosophic sets M and N.
The above defined distance dg (M, N') between neutrosophic sets
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M and N satisfies the following properties:

(D1) dpz (M, N) >0,

(D2)dy(M,N)=0ifandonlyif M = N; forall M, N € NS,
(D3)dH(M7N) = dH(NvM))

(D4)If M C N C O forall M,N,O € NS, then dg(M,0) >
dg(M,N)and dyg(M,0) > dy(N,O).

then d is called the distance measure between two neutrosophic
sets.

Definition 3. A mapping S NS(Z) x NS(Z) —
[0,1], NS(Z) denotes the set of all NS in Z = {z1,22, ..., 2n},
S(M, N) is said to be the degree of similarity between M € NS
and N € NS, if S(M, N) satisfies the properties of conditions
(S1-S4):

(S1) S(M, N)=S(N, M),

(52) S(M, N)=(1,0,0). If M = N forall M,N € NS,

(S3) S}L(M’ N) >0, SJ(M’ N) >0, SV(M’ N) >0,

(S4)If M C N C O forall M,N,O € NS, then S(M,N) >
S(M,O)and S(N,0) > S(M, O).

Definition 4. The normalized Hamming distance between two
neutrosophic sets M and N is defined by

n

As(M, N) =3 (e z5) = o2

j=1

Howm(zj) —on(2)] + [vm () — vn(25)))-

Definition 5. The normalized Euclidean distance between two
neutrosophic sets M and N is defined by

n

(01, ) ={ 5 3 ()~ ()

Jj=1

Fom(z) — on(z))? + arlz) - VN<zj>>2>}2.

3 Neutrosophic Sets in Medical Diagno-
sis

We first correct the formulas for the Definitions 4 and 5, where
in both of them the we should put * 1 ” instead of 21n” in order
for the Hamming distance and respectlvely Euclidean distance to
be “normalized”. These formulas are extended from intuitionis-
tic fuzzy sets, where indeed one uses “% ” since there are only
two intuitionistic fuzzy sets memberships (membership and non-
membership). But, we have three components in neutrosophic
sets.

For example, if we compute the Hamming distance between the
neutrosophic numbers: (1,1, 1) and (0,0,0), we get {|1 — 0| +
1 —0[+ |1 -0} =2 = 1.5 > 1. Therefore, it is not nor-
malized since the result is not in [0,1]. Similarly for the Eu-
clidean formula, where we get for the same neutrosophic num-

bers: /3{[1— 0+ [1 0]+ [1 -0} = /3 > 1.
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We write normalized formulae for two neutrosophic sets as fol-
lows.

Definition 6. The normalized Hamming distance between two
neutrosophic sets M and N is defined by

1 n
ds( :%; e (25) — pn (25)]

Hon () — on(z) + lvm(z;) — v (25)))-

Definition 7. The normalized Euclidean distance between two
neutrosophic sets M and N is defined by

n

> ((uaa(z5) = ()

j=1

du(M, N) :{3171

N

Fow(z) — on(z)) + (onr(z5) — w(zj))?)} |

In this section, we give new concepts for medical diagnosis
via distances between neutrosophic sets. In fact our purpose is
to find an accurate diagnosis for each patient p;,7 = 1,2, 3. The
relation between neutrosophic sets for all the symptoms of the
i-th patient from the k-th diagnosis is as follows:

n

i) = 2 3 5 1 55) = s ()] + b () = o)

j=1
+ [vp, (7)) = va, ()] + é[max(mpi (2j) = pa, (25)1,
|0, (25) = 0, (2))], [ (25) = va (z)D)] |- (D)
We take n = 5.

We consider there are three patients: Ali, Hamza, Imran and
symptoms of patient are Temperature, Insulin, Blood pressure,
Blood plates, Cough and finally we get diagnosis as Diabates,
Dengue, Tuberculosis.

In Table 1, the data are explained by three parameters: mem-
bership function (u), non-membership function (v) and inde-
terminacy function (o). In Table 2, the symptoms are de-
scribed by (i, 0, v). For example, Diabates temperature is low
(u =0.2,0 = 0.0,v = 0.8), while Dengue temperature is high
(p=0.9,0=0.0,vr=0.1).

Table 1. Membership function u, Indeterminacy function o and
non-membership function v.

I Ali Hamza Imran
Temperature | (0.8,0.1,0.1) | (0.6,0.2,0.2) | (0.4,0.2,0.4)
Insulin (0.2,0.2,0.6) | (0.9,0.0,0.1) | (0.2,0.1,0.7)
Blood pressure | (0.4,0.2,0.4) | (0.1,0.1,0.8) | (0.1,0.2,0.7)
Blood plates (0.8,0.1,0.1) | (0.2,0.1,0.7) | (0.3,0.1,0.6)
Cough (0.3,0.3,0.4) | (0.5,0.1,0.4) | (0.8,0.0,0.2)
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Table 2. Symptoms
I Temperature Insulin Blood pressure | Blood plates Cough
Diabates (0.2,0.0,0.8) | (0.9,0.0,0.1) | (0.1,0.1,0.8) (0.1,0.1,0.8) | (0.1,0.1,0.8)
Dengue (0.9,0.0,0.1) | (0.0,0.2,0.8) | (0.8,0.1,0.1) (0.9,0.0,0.1) | (0.1,0.1,0.8)
Tuberculosis | (0.6,0.2,0.2) | (0.0,0.1,0.9) | (0.4,0.2,0.4) (0.0,0.2,0.8) | (0.9,0.0,0.1)

By using formula (1), for n = 5, we obtain Table 3. For r = 4, we obtain Table 7.
Table 3. Using formula (1), for n = 5. Table 7. Using formula (2), for r» = 4.
I Ali | Hamza | Imran I Ali | Hamza | Imran
Diabates | 0.38 | 0.14 | 0.27 Diabates | 0.42 | 0.28 | 0.37
Dengue | 0.15 | 040 | 0.34 Dengue | 0.21 | 047 | 041
Tuberculosis | 0.25 | 025 | 0.14 Tuberculosis | 0.39 | 041 | 0.17
The best medical diagnosis in each column is identified by the For r = 5, we get Table 8.
lowest difference. Therefore, in the first column, Ali suffers from Table 8. Using formula (2), for r = 5.
Dengue, in the second column, Hamza suffers from Diabates, i Ali | Hamza | Imran
in the third column, Imran suffers from Tuberculosis. Now we Diabates 0.43 03 0.39
define another relation for the best medical diagnosis: Dengue 0.22 0.48 0.41
. n Tuberculosis | 0.41 0.44 0.17
da(pi, di) = =3 \/ﬁ{ Z(Wm (ZJ) — Hdy, (ZJ)| By calculation for » = 6, we find Table 9.
=t . Table 9. Using formula (2), for r = 6.
Hop,(27) = 00 (z)] + [, () udk<zj>>r}7 ! AY_| Hamza | Tmran
¢ ‘ ) Diabates 0.43 0.31 04
2) Dengue 0.23 0.49 0.41
Tuberculosis | 0.42 0.46 0.17

and r is a positive number. We take n = 5. We examine the
above relation for r = 1,2, ..., 10. First, for » = 1 we calculate Forr =7, we find Table 10.

Table 4. Table 10. Using formula (2), for r = 7.

1 Ali | Hamza | Imran
Table 4. Using formula (2), for r = 1. Diabates 043 032 04T
I Ali | Hamza | Imran

Dengue 0.16 0.4 0.36 : . . .

Tuberculosis | 0.25 | 0.25 0.15 For r = 8, we get Table 11.
Now, for r = 2 we get Table 5. Table 11. Using formula (2), for r = 8.
1 Ali | Hamza | Imran
Table 5. Using formula (2), for r = 2. Diabates 0.44 0.33 0.41
I Ali | Hamza | Imran Dengue 0.24 | 0.51 0.43
Diabates 0.4 0.22 0.32 Tuberculosis | 0.44 | 0.49 0.18
Dengue 0.19 | 043 0.38
Tuberculosis | 0.32 | 032 | 0.15 Forr =9, we get Table 12.
: 1t f . . bl Table 12. Using formula (2), for » = 9.
The result for » = 3 is given in Table 6. I Ali | Hamza | Imran
Table 6. Using formula (2), for r = 3. Diabates | 044 | 033 | 042
I Ali | Hamza | Imran Dengue 0.24 0.51 0.43
Diabates 041 0.25 035 Tuberculosis | 0.45 0.5 0.18
Dengue 0.2 0.45 0.39 For r = 10, we obtain Table 13.
Tuberculosis | 0.35 0.37 0.16

Table 13. Using formula (2), for » = 10.

I Ali | Hamza | Imran
Diabates 0.45 0.34 0.43
Dengue 0.24 | 0.52 0.43
Tuberculosis | 0.45 0.51 0.18
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As r becoming larger, the difference between the data in tables
become inferior, that is, the data approaches to the real amount.
In Tables 4-13, the results are same. In fact in all tables, in the
first column, the lowest difference is related to Ali and Dengue,
so Ali suffers from Dengue, also in the second column Hamza
suffers from Diabates, in the third column Imran suffers from
Tuberculosis.

The normalized Hamming distance for all the symptoms of the
i-th patient from the k-th diagnosis [?] is

a(pisde) =5 >~ (2) = i (25)

-HO'pi(Zj) - Udk(zj>| + ‘V;Di(zj) - de(zj)l)' (3)

and the normalized Euclidean distance [?] is

n

o) ={ 23 (5) = a2

(0 (23) — 00y (23)) + (s (25) — v, (z;-))?)} .
@

We set n = 5.
By formulas (3), (4) respectively, the results are given in Tables
14 and 15.

Table 14. Using formula (3).

1 Ali | Hamza | Imran
Diabates 0.39 0.15 0.26
Dengue 0.16 0.4 0.36

Tuberculosis | 0.25 0.25 0.15
Table 15. Using formula (4).

1 Ali | Hamza | Imran
Diabates 0.46 0.24 0.37
Dengue 0.20 | 049 0.43

Tuberculosis | 0.35 0.37 0.18

Thus, we studied results that have been obtained from formulas
(3), (4) are same with relations (1), (2). Another idea for medical
diagnosis is

d(M,N) =max(|pa(z:) — pn(2i)],

lon(2i) — on(zi)ls [var(2i) — v (2:)])

)

Table 16. Medical diagnosis.

1 Ali | Hamza | Imran
Diabates 0.7 0.6 0.7
Dengue 0.4 0.9 0.7
Tuberculosis | 0.8 0.9 0.3

The similarity measures between two neutrosophic sets M and

84

N is defined as follows :
1 — ) .
Sy (M,N) = - Z [[mm(uM(zi),uN(zi)) + min(oa(2),0n8(2))
i=1

+ min(var(2), vn(2:))] + [max(par (), pn ()

+ max(oar(2:), on (2i)) + max(var(2:), v (2:))] |-

(6)
We set n = 5 (Table 17).
Table 17. Using formula (6), for n = 5.
1 Ali | Hamza | Imran
Diabates 0.28 0.70 0.45
Dengue 0.63 0.27 0.32
Tuberculosis | 0.51 0.52 0.65
1[ & 1
S2(M,N) = — d - 3 nar (i) = pon (22))
i=1
+lom(zi) —on(2i) + lvm(zi) — v (z:)) |- (D)

We set n = 5 (Table 18).
Table 18. Using formula (7), for n = 5.

1 Ali | Hamza | Imran
Diabates 0.69 0.45 0.72
Dengue 0.84 0.4 0.66
Tuberculosis | 0.55 0.55 0.85

Z min(pas (%), v (%)) +min(oa(2;), on(2i))
+min(var(z), vn (2:))] + Z [max (s (2:), v (22))
+max(oar(2;), on(2:)) + max(var(z;), VN(Zz))]

3
We set n = 5 (Table 19).
Table 19. Using formula (8), for n = 5.
1 Ali | Hamza | Imran
Diabates 0.27 0.64 0.41
Dengue 0.61 0.25 0.31
Tuberculosis | 0.45 0.45 0.64
1
Su(M, N) =1 — 2 (max(|par(2:) — un(2:)])
+ max(|aM(zz) —on(zi)])
+max(|var(zi) — v (2i)])- ©)

We set n = 5 (Table 20).

G. Shahzadi, M. Akram, A.B. Saeid, An Application of Single-Valued Neutrosophic Sets in Medical Diagnosis



85

Table 20. Using formula (9), for n = 5.

I Ali | Hamza | Imran
Diabates 0.47 0.6 0.5
Dengue 0.5 0.1 0.25
Tuberculosis | 0.67 04 0.73

So(M,N) =1 - [Z [ar () — e (22)

i=1
+loar(zi) = on(z0)] + lvar (20) = v (2)]

= [lear(z) + v (@) + loar(z:) + ow ()]

=1
el + )]
We set n = 5 (Table 21).

Table 21. Using formula (10), for n = 5.

Neutrosophic Sets and Systems, 18/2017

I Ali | Hamza | Imran
Diabates 0.83 0.50 0.75
Dengue 0.60 | 0.86 0.84
Tuberculosis | 0.74 0.75 0.55

The obtained relations from Sy,c1 (M, N), Spewa(M, N) are
closely same with relations 1 — 5. Consequently, the obtained
results from the relations between neutrosophic sets (1), (2), (5),
(11), (12) are equivalent to the results of formula (3), (4). By us-
ing the distance and similarity measures formulas between neu-
trosophic sets, we establish the most applicable medical diagno-
sis that in all tables are related to the lowest difference in each
column. Finally, we conclude that the methods which have the
results equivalent to normalized hamming and normalized Eu-
clidean formulas are best to determine the diseases of a patient.
Now we present our first method in the following algorithm 1.
Algorithm 1:

(10)

I Ali | Hamza | Imran Step 1. Input the truth membership, indeterminacy and non-
Diabates 042 | 078 058 membership values of patients and diagnosis.
Dengue 0.76 0.4 0.46 Step 2. Compute the diseases by different distance measures
Tuberculosis | 0.62 | 0.62 | 0.78 given in steps 3 — 7.
Step 3.
We can see that the results obtained by using the relations Lo
51,52 ) S;?, 5.4, Ss are different from r.elatlons 1 — 5. Therefore, dy(piy dyy) = — Z [ \Npi %) — tta (2)] + op, (23) — 0, (2))]
these similarity measures are not applicable. ni
The new similarity measures between neutrosophic sets M and 1
N are defined as follows. The first one is + v, (25) — va, (Zg)\] + g[max(\,um (25) — pay (25)1;
1 1< A , A ,
Snewl :ﬁp(_n) |:1—6Xp(—3 ;(‘}th(%) —,UN(Zi)| ‘O.pi(z_?) O-dk(zj)|7|ypi(zj) de(zj))}:|'
Step 4.
Flowm (zi) = on(z0)] + v (2:) — VN(Zi)I))} - an
1 n
We set n = 5 (Table 22). da(pi, dy,) :3%{ Z(mpi (%)) = pai (2)|
j=1
1
Table 22. Using formula (11), for n = 5. A7
T T Hamea T e o) = 9, ()l + o) v ()}
Diabates 0.86 0.52 0.75
Dengue . 0.55 | 0.88 0.84 Step 5.
Tuberculosis | 0.73 0.73 0.52
1 n
The second one is d3(pi, di) = % (lp: (25) = pay (25)]
=1
1 1 ¢
Shew? :ﬁp(—n) [16XP gg |\/NM(22) - \/,U’N(Z'L)| +|O-p1(zj) O-dk(z])‘ + |Vpi(2.7) _de(z])D'
Step 6.
Vo (z) = Von (@) + [V (z) — Ven(2))

We set n = 5 (Table 23).

Table 23. Using formula (12), for n = 5.

m

1
(12)  da(pi, dy) {32 1o (25)

3

" — Hdy, (ZJ ))

N

(0 (23) — 00, (23))° + (s (25) — v, <zj>>2>} |
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Step 7.
d(M, N) =max(|ppm(zi) — pn(2i)l;
lon(zi) — on (20, [va (2i) — wn (20)))-

W present our second method in the following algorithm 2.
Algorithm 2:

Step 1. Input the truth membership, indeterminacy and non-
membership values of patients and diagnosis.

Step 2. Also compute the diseases by similarity measures given
in steps 3 — 9.

Step 3.

Sl( |: min .UM Z? ,UN(Zi))

S\H

+m1n( M (zi),0n(2i)) + min(var(2), v (2:))]

+ [max(ua (), v (1)) + max(on (), o (=)

+ max(var(2;), VN (zz))]] .

Step 4.
1[— 1
a0, ) = 1| 520 = ) = v )
T low(z) — ow(z) + ar(z) — w(z»)}
Step 5.

S3(M,N) = Z [min(par(2:), un (2:) + min(oar(zi), on(2i))
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Step 7.

S5(04.6) =1 | 3 [l ) = v )
+oam(zi) — on(z)| + lvm(zi) — v (zi)]]

+ Z [ear (zi) + pn (23)| + o (zi) + on(2:)]

=1

+vn () + VN(Zi)|]:| .

Step 8.

Snewl

e 1 e Y ar(a) — )

1 —exp( p
Hoa(z) — on ()] + var () — w(zn-)))]

Step 9.

Sner

1
e [ oy VG~ Vi)

1=

Vo (z) = Von ()l + |Vvm(z) - \/VN(Zz')D)} .

Finally, We compare these methods to normalized hamming and
normalized Euclidean formulas and conclude that the methods
which have results equivalent to normalized hamming and nor-
malized Euclidean formulas are the best methods to determine
the disease of a patient.

+min(va(2), vn(2)) Z max(par(z:), pn(2:) )4 Conclusion
i=1

+max(oar(2i), 0w (2i)) + max(va(2i), v (2))]-

Step 6.

S(M, N) =1~ & (maax(pae (21) — o (20))
+ mgx(\UM(Zz‘) —on(z)])

+ m?X(‘VM(Zi) —vn(2)])).

In this we have developed two new algorithms for medical di-
agnosis using the proposed distance formula and similarity mea-
sures. We have solved a numerical example and compared the
obtained results derived from the proposed two algorithms with
the algorithms based on normalized Hamming and normalized
Euclidean distance. The proposed algorithms can be extended to
interval neutrosophic set environment and other neutrosophic hy-
brid environment for medical diagnosis.

Acknowledgment: The authors are highly thankful to Dr. Sura-
pati Pramanik and the referees for their valuable comments and
suggestions.

References

[1] L. A. Zadeh. Probability measures of fuzzy events. Journal of Mathemati-
cal Analysis and Applications, 23 (1968), 421-427.

[2] K. T. Atanassov. Intuitionistic fuzzy sets. Fuzzy Sets and Systems, 20
(1986), 87-96.

G. Shahzadi, M. Akram, A.B. Saeid, An Application of Single-Valued Neutrosophic Sets in Medical Diagnosis



(3]

[4]

[3]

(6]

(71

(8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

87

K. -P. Adlassnig. Fuzzy set theory in medical diagnosis. IEEE Transactions
on Systems, Man, and Cybernetics,16 (2) (1986 ), 260 - 265.

E. E. Kerr. The use of fuzzy set theory in electrcardiological diagnos-
tics, in Approximate Reasoning in Decision Analysis, M. M. Gupta and
E. Sanchez, Eds. New York: North-Holland, 1982, pp. 277-282.

L. Lesmo, L. Saitta, and P. Torasso, "Learning of fuzzy production rules for
medical diagnosis, in Approximate Reasoning in Decision Analysis, M. M.
Gupta and E. Sanchez, Eds. New York: North-Holland, 1982, pp.249-260.

L. Saitta and P. Torasso. Fuzzy characterization of coronary disease. Fuzzy
Sets and Systems, 5 (1981), 245-258.

P. R. Innocent and R. I. John. Computer aided fuzzy medical diagnosis.
Information Sciences, 162 (2004), 81-104.

S. Pramanik, and K. Mondal. Weighted fuzzy similarity measure based
on tangent function and its application to medical diagnosis. International
Journal of Innovative Research in Science, Engineering and Technology, 4
(2) (2015), 158-164.

S.K. De, A. Biswas and R. Roy. An application of intuitionistic fuzzy sets
in medical diagnosis. Fuzzy Sets and System, 117(2) (2001), 209-213.

E. Szmidt, and J. Kacprzyk. Intuitionistic fuzzy sets in some medical appli-
cations. In International Conference on Computational Intelligence (2001)
(pp. 148-151). Springer, Berlin, Heidelberg.

K. Mondal, K., and S. Pramanik. Intuitionistic fuzzy similarity measure
based on tangent function and its application to multi-attribute decision
making. Global Journal of Advanced Research, 2(2) (2015), 464-471.

P. Biswas, S. Pramanik, and B. C. Giri. A study on information technology
professionals’ health problem based on intuitionistic fuzzy cosine similar-
ity measure. Swiss Journal of Statistical and Applied Mathematics, 2(1)
(2014), 44-50.

S. Das, D. Guha, and B. Dutta. Medical diagnosis with the aid of us-
ing fuzzy logic and intuitionistic fuzzy logic. Applied Intelligence, 45(3),
(2016), 850-867.

V. Khatibi and G. A. Montazer. Intuitionistic fuzzy set vs. fuzzy set appli-
cation in medical pattern recognition. Artificial Intelligence in Medicine,
47(1) (2009), 43252.

B. Davvaz and E.H. Sadrabadi. An application of intuitionistic fuzzy sets in
medicine. International Journal of Biomathematics, 9(3)(2016), 1650037-
15.

K. -C. Hung, and H. -W. Tuan. Medical diagnosis based on intuitionis-
tic fuzzy sets revisited. Journal of Interdisciplinary Mathematics, 16(6)
(2013), 385-395, OI:10.1080/09720502.2013.841406.

W. Heisenberg. ber den anschaulichen Inhalt der quantentheoretischen
Kinematik und Mechanik. Zeitschrift fr Physik (in German), 43 (3-4)
(1927), 172-198.

E. Nagel and J. R. Newman, Go5del’s Proof. New York: New York Uni-
versity (1973).

F. Smarandache. A unifying field of logics. Neutrosophy: neutrosophic
probability, set and logic, American Research Press, Rehoboth, (1998).

H. Wang, F. Smarandache, Y. Zhang, and R. Sunderraman. Single valued
neutrosophic sets. Multi-space and Multi-structure, 4 (2010), 410-413.

H.-L. Yang, Z.-L. Guo, Y. She, and X. Liao. On single-valued neutrosophic
relations. Journal of Intelligent Fuzzy Systems, 30(2) (2016), 1045-1056.

S.M. Chen, S.M. Yeh and P.H. Hsiao, A comparison of similarity measures
of fuzzy values Fuzzy Sets and Systems, 72(1) (1995),79-89.

(23]

[24]

[25]

[26]

(27]

[28]

[29]

[30]

(31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

Neutrosophic Sets and Systems, 18/2017

L.K. Hyung, Y.S. Song, and K.M. Lee. Similarity measure between fuzzy
sets and between elements. Fuzzy Sets and Systems, 62(1994), 291-293.

C.P. Pappis, and N.I. Karacapilidis. A comparative assessment of measures
of similarity of fuzzy values. Fuzzy Sets and Systems, 56(2) (1993), 171-
174.

W.J. Wang. New similarity measures on fuzzy sets and elements. Fuzzy
Sets and Systems, 85(3) (1997), 305-309.

Majumdar P, Samanta SK. On similarity and entropy of neutrosophic sets.
Journal of Intelligent and Fuzzy Systems,26(3) (2014), 1245-1252.

J. Ye, Multicriteria decision-making method using the correlation coeffi-
cient under single-valued neutrosophic environment. International Journal
of General Systems, 42(4) (2013), 386-394.

J. Ye. Clustering methods using distance-based similarity measures of
single-valued neutrosophic sets. Journal of Intelligent Systems, 23 (2014),
379-389.

P. Biswas, S. Pramanik, and B. C. Giri. Cosine similarity measure based
multi-attribute decision-making with trapezoidal fuzzy neutrosophic num-
bers. Neutrosophic Sets and Systems, 8 (2015), 47-57.

S. Broumi, and Florentin Smarandache: Several similarity measures of
neutrosophic sets. Neutrosophic Sets and Systems, 1 (2013) 2013, 54-62.
doi.org/10.5281/zenodo.571755

J. Ye, and Q. Zhang. Single valued neutrosophic similarity measures for
multiple attribute decision-making. Neutrosophic Sets and Systems, 2
(2014), 48-54.

A.A. Salama, and S.A. Al-Blowi. Correlation of neutrosophic data. Inter-
national Refereed Journal of Engineering and Science,1(2) (2012), 39-43.

J. Ye. Similarity measures between interval neutrosophic sets and their
applications in multicriteria decision-making. Journal of Intelligent and
Fuzzy Systems, 26(1) (2014), 165-172.

H. Wang, F. Smarandache, Y. Q. Zhang, and R. Sunderraman. Interval
neutrosophic sets and logic: theory and applications in computing. Hexis;
Neutrosophic book series, No. 5 (2005).

S. Pramanik, P. Biswas, and B. C. Giri. Hybrid vector similarity mea-
sures and their applications to multi-attribute decision making under neu-
trosophic environment. Neural Computing and Applications, 28 (2017),
1163-1176. doi:10.1007/s00521-015-2125-3.

J. Ye. Improved cosine similarity measures of simplified neutrosophic sets
for medical diagnoses. Artificial Intelligence in Medicine, 63 (2015), 171-
179.

J. Ye. Neutrosophic tangent similarity measure and its application to mul-
tiple attribute decision making. Neutrosophic Sets and Systems, 9 (2015),
85-92.

Jun Ye, Jing Fu: Multi-period medical diagnosis method using a single val-
ued neutrosophic similarity measure based on tangent function. Computer
Methods and Programs in Biomedicine 123: 142-149 (2016).

A. Q. Ansari, R. Biswas, R, and S. Aggarwal. Proposal for applicability of
neutrosophic set theory in medical Al International Journal of Computer
Applications, 27(5) (2011), 5-11.

S. Ye, and J. Ye. Medical diagnosis using distance-based similarity mea-
sures of single valued neutrosophic multisets. Neutrosophic Sets and Sys-
tems, 7 (2015)47-54.

S. Ye, and J. Ye. Dice Similarity measure between single valued neutro-
sophic multisets and its application in medical diagnosis. Neutrosophic
Sets and Systems 6 (2014),48-53.

G. Shahzadi, M. Akram, A.B. Saeid, An Application of Single-Valued Neutrosophic Sets in Medical Diagnosis



[42]

[43]

[44]

[45]

[46]

[47]

Neutrosophic Sets and Systems, 18/2017

Y. Guo, and H. D. Cheng. A new neutrosophic approach to image denois-
ing. New Mathematics and Natural Computation 5(03) (2009),653-662.

Y. Guo, and H. D. Cheng. New neutrosophic approach to image segmen-
tation. Pattern Recognition 42(5) (2009), 587-595.

J. Mohan, V. Krishnaveni, Y.Guo. A new neutrosophic approach of
Wiener filtering for MRI denoising. Measurement Science Review, 13(4)
(2013):177-186.

N. D. Thanh, and M. Ali. A novel clustering algorithm in a neutrosophic
recommender system for medical diagnosis. Cognitive Computation, 9(4)
(2017), 526-544.

N. D. Thanh, and M. Ali. Neutrosophic recommender system for medical
diagnosis based on algebraic similarity measure and clustering. In Fuzzy
Systems (FUZZ-IEEE), 2017 IEEE International Conference on (pp. 1-6).
IEEE.

G. L.Sayed.I., Ali, M. A., Gaber, T., Hassanien, A. E., & Snasel, V. (2015,
December). A hybrid segmentation approach based on neutrosophic sets
and modified watershed: a case of abdominal CT Liver parenchyma. In
Computer Engineering Conference (ICENCO), 2015 11th International
(pp. 144-149). IEEE.

[48]

[49]

[50]

[51]

[52]

[53]

88

Mohan, J., Krishnaveni, V. and Guo, Y., 2012, July. Validating the neutro-
sophic approach of MRI denoising based on structural similarity. In IET
Conference Proceedings. The Institution of Engineering & Technology.
doi: /10.1049/cp.2012.0419.

S. Broumi, S., I. Deli, I., F. Smarandache. IN-valued interval neutrosophic
sets and their application in medical diagnosis. Critical Review, 10 (2015),
45-69.

S. Pramanik, and K. Mondal. Cosine similarity measure of rough neutro-
sophic sets and its application in medical diagnosis. Global Journal of Ad-
vanced Research 2(1) (2015) 212-220.

S. Pramanik, and K. Mondal. Cotangent similarity measure of rough neu-
trosophic sets and its application to medical diagnosis. Journal of New
Theory, 4(2015). 90-102.

F. Smarandache, and S. Pramanik. (Eds). New trends in neutrosophic the-
ory and applications. Brussels: Pons Editions (2016).

Nguyen, G. N., Ashour, A. S., & Dey, N. A survey of the state-of-the-
arts on neutrosophic sets in biomedical diagnoses. International Journal of
Machine Learning and Cybernetics, 1-13.

Received: December 1, 2017. Accepted: December 15, 2017.

G. Shahzadi, M. Akram, A.B. Saeid, An Application of Single-Valued Neutrosophic Sets in Medical Diagnosis





