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Abstract

Network security is a major research area for both scientists and business. Intrusion
Detection System (IDS) is one of the most challenging problems in Mobile Ad Hoc
Networks (MANETSs). The main reason resides behind the changing and uncertain
nature of MANETSs networks. Hence, a compensate evolving in the IDS would be

converting the whole system to rely on uncertainty and indeterminacy concepts.

These concepts are the main issues in the fuzzy system and consequently in
neutrosophic system. In neutrosophic system, each attack is determined by
MEMEBERSHIP, INDTERMINACY and NONMEMEBERSHIP degrees. The
main obstacle is that most data available are regular values which are not suitable

for neutrosophic calculation.

Therefore, the preprocessing phase of the neutrosophic knowledge discovery system
is essential. Converting the regular data to neutrosophic sets is a problem of
generating the MEMEBERSHIP, NONMEMEBERSHIP and INDTERMINACY
functions for each variable in the system. Self-Organized Feature Maps (SOFM) are
unsupervised artificial neural networks that were used to build fuzzy
MEMEBERSHIP function, hence they could be utilized to define the neutrosophic

variable as well.

SOFMs capabilities to cluster inputs using self-adoption techniques have been
utilized in generating neutrosophic functions for the subsets of the variables. The
SOFM are used to define the MEMEBERSHIP, NONMEMEBERSHIP functions of
the KDD network attacks data available in the UCI machine learning repository for

further processing in knowledge discovery.
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Abstract

Afterwards the preprocessing module generates the INDTERMINACY function
from both of the MEMEBERSHIP, NONMEMEBERSHIP functions basing on the

neutrosophic set definitions.

The thesis proposes a MANETSs attack inference by a hybrid framework of Self
Organized Features Maps (SOFM) and the Genetic Algorithms (GA). The hybrid
utilizes the unsupervised learning capabilities of the SOFM to define the MANETSs

neutrosophic conditional variables.

The neutrosophic variables along with the training data set are fed into the Genetic
Algorithms to find the most fit neutrosophic rule set. The neutrosophic correlation
coefficient is selected as the fitness function to help in finding the rule set from a
number of initial sub attacks where the propositions and consequences are highly

correlated.

These neutrosophic classification rules are designed to detect unknown attacks in
MANETs. The simulation and experimental results are conducted on the KDD-99
network attacks data available in the UCI machine-learning repository for further

processing in knowledge discovery.

The proposed system proved its ability to detect attacks in MANETSs environment in
reasonable accuracy and lower false alarm rates in comparison with other IDS found
in literature like C4.5, Support Vector Machine, Ant Colony Optimization and
Particle Swarm Optimization. Hence, applying the neutrosophic concepts to the IDS

enhances classification accuracy in MANETS significantly.
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1.1 Problem description

A Mobile Ad Hoc Network (MANET) [1] is a self-organizing, infrastructure less,
multi-hop network. The wireless and distributed nature of MANETS poses a great
challenge to system security designers. MANETS are a group of accumulations, self-
sorted out, wireless end-user terminals, independent of any settled infrastructure.
The arbitrary topology of MANETS presents constraints in communication since it
depends on efficient and admission node participating with the end goal to execute
routing protocols (RP). These constraints in communication give a fertile ground for

assailants [1].

MANETSs are defenseless against packet dropping, packet modification, packet
misrouting, selfish node behavior, DOS attack, etc. hence providing security ensures
is rather a complicated defy. In MANETS, every node acts as a router, which can
forward/receive packets to/from its neighbors. MANETSs can work in both isolation

or in coordination with a wired infrastructure.

MANETSs are progressively used in numerous different applications in areas, for
example, intelligent transportation systems and fault-tolerant mobile sensor grids.
Adaptability, self-configurability are making these systems fundamental component
in future mobile and wireless network models. Despite that security issues in
MANETSs have attached much consideration over the most recent couple of years,

most research endeavors have been centered around particular security territories.
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The lake of infrastructure poses huge number of challenges in MANET through the

perspective of network configuration for example [2]:

1. Channel vulnerability — broadcast wireless channels allow message
eavesdropping and injection easily.

2. Node vulnerability — nodes don’t dwell in physically secured places,
therefore effectively fall under assault.

3. Absence of infrastructure -—certification/ authentication authorities
are missing.

4. Dynamically changing network topology puts security of routing
protocols under attacks.

5. Power and computational limitations prevent the utilization of

complex encryption algorithms.

The idea of MANETS gives awesome amount of difficulties with system security

specialist because of the below causes:

e Firstly: the MANETs is more vulnerable to assaults running from
passive eavesdropping to active interfering;

e Secondly, the absence of an online certification authority (CA) or
Trusted Third Party increase the trouble to announce security
techniques;

e Thirdly: mobile devices have a tendency to have constrained power
consumption and computation abilities which make it more helpless
against Denial of Service assaults and unable to perform computation-

heavy algorithms like public key algorithms;

-2 -
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e Fourthly, in MANETS, there are more eventuality for confided client
being compromised and then being utilized by foe to dispatch assaults
on system, also, taking into account both internal assaults
and external assaults in MANETSs, in which internal assaults are more
hard to manage;

e Finally, the mobility of the network enforces reconfiguration which
makes more possibilities for assaults, for instance, it is hard to

recognize stale/forged routing information.

1.2 Neutrosophic Intrusion detection system:

Intrusion detection is a network security technology initially worked for worked for
distinguishing defenselessness abuses against a target application or PC. The
mechanism that is achieved is named an IDS. An IDS gathers activity data and then
analyses it to determine whether or not there are any actions that assaulted the
Protection rules. Once an IDS decides that an abnormal behavior or an action which
recognized to be an attack occurs, it then makes an alarm to warn the security

administrator.

Additionally, IDS also can start a correct response to the malicious activity.
Although there are many IDS techniques built for wired networks these days, they’re
not appropriate for wireless networks because of the variations in their
characteristics. Therefore, those techniques should be changed or new techniques
should be developed to form intrusion detection work effectively in MANETS.

Because of the variations in the MANETSs characteristics, traditional IDS are
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unsuitable. This thesis tends to use neutrosophy theory as a novel solution for the

indeterminacy in MANETsS.

Smarandache [3] presented the principle of Neutrosophic Set (NS) and mathematical
Theory, to define any situation by a ternary crisp build (MEMBERSHIP-
INDETERMENACY - NONMEMEBRSHIP). Salama et al. Work [4, 5, 6, 7, 8, 9,
10 and 11] formulated a beginning to new fields of neutrosophic theory in computer

discipline.

The neutrosophic indeterminacy assumption is very significant in many of
circumstances such as information fusion (collecting data from various sensors).
Also, NS is a conceivable set that generalize the principle of the traditional set, Fuzzy
Set (FS) [12] and Intuitionistic Fuzzy Set (IFS)) [12], etc. NS ‘A’ determined on
universe U. x = x(T,I,F) € A with T,I and F are defined over the interval
107, 1*[. T is the truth-MEMEBERSHIP , I is the INDETERMINACY and F is the
falsity-MEMEBERSHIP degrees on the setA.

1.3 Thesis Motivation:

Designing a neutrosophic IDS is a proper solution in handling vague circumstances.
The neutrosophic IDS is formed of two sub phases: the preprocessing stage and the
network attacks classification stage. The preprocessing stage is concerned by
formulating the network features in a neutrosophic format appropriate for the
classification under the umbrella of the neutrosophy theory.

The KDD network dataset [13] 1s reformatted into neutrosophic form

(X, ua(x),04(x),va(x)) where x 1is the value of feature, pa(x) is the




Chapter 1 ....... Thesis Introduction

MEMEBERSHIP (MEM), o4 (x) is the INDETERMINACY (I) and v4(x) is the
NONMEMEBERSHIP (NON_MEM) degrees of the x in the feature space. This
phase is implemented based on the unsupervised clustering capabilities of the self-

Organized Feature Maps (SOFM), will be discussed in details in chapter 4.

Afterwards, a novel neutrosophic intelligent system based on Genetic Algorithm
(GA) is proposed as an IDS. The novelty is accomplished via adding the third
dimension of indeterminacy supported by the neutrosophy theory. All pervious
techniques used only two dimensions (MEMBERSHIP- NONMEMEBRSHIP). The
IDS makes use of the search capabilities of the GA to find the most correlated rules
in KDD networks data taking the neutrosophic correlation coefficient as a fitness

function [14].

1.4 Research Contribution

The contributions delivered by this study is divided into 2 directions:

I. The preprocessing phase of the neutrosophic knowledge discovery
system.
A pre-processing phase in an intelligent system for detecting threats in MANET
networks. The main issue in the pre-processing phase is concerting the regular
data found in the KDD data from UCI machine learning repository into
neutrosophic data. Converting the regular data to neutrosophic values is a
problem of generating the MEMEBERSHIP, NONMEMEBERSHIP and
INDETERMINACY functions for each variable in the system. For automating
this step, SOFM are used. SOFMs are unsupervised artificial neural networks that

were used to build fuzzy MEMEBERSHIP function, hence they were utilized to

-5.
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define the neutrosophic variable membership and non-membership functions.
Then, the indeterminacy function could be calculated based on the NS definition

see chapter 2 section 2.6.1 [15].

II. A Novel approach for classify MANETSs attacks with a neutrosophic

intelligent system based on genetic algorithm.

Next direction is to build a classification pattern for the neutrosophic variables to
detect threats in the MANET network. This phase implemented by an artificial
intelligent algorithm (Genetic Algorithm). Design an efficient set of neutrosophic
rules used for MANETS assaults deduction by a hybrid model of SOFMs and the
GA.

The hybrid uses the unsupervised learning abilities of the SOFM to
characterize the MANETSs neutrosophic conditional variables. The neutrosophic
factors alongside with the training data set are feed into the GA to find the most
fit neutrosophic rule (NR) set from a various starting sub assaults as indicated by
the fitness function. This technique is intended to identify obscure assaults in

MANETSs [16].

1.5 Thesis Objective

= Provide proper understanding of security in MANETs as it is
a very important and tricky issue in the field of MANETS.

* Implementing a secured MANET in which data can be sent
and received taking into consideration the security challenges

in MANETSs.
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* Introducing the  Self-Organized Feature @ Maps (SOFM) as
unsupervised artificial neural networks that were used to build
fuzzy MEMEBERSHIP function, hence they could be utilized to
define the neutrosophic variable as well.

* Build a neutrosophic IDS based on classification pattern for the
neutrosophic variables to detect threats in the MANET network.

» Introducing a Novel ways to get the most fit NR set from a several of

initial sub assaults according to the neutrosophic correlation coefficient as

a fitness function within the genetic algorithm.
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The thesis is organized as follow:

Chapter 2, gives MANETs Overview, Security, Challenges and attacks. and
theoretical overview of methodologies used like Self Organize Feature Map (SOM),
Genetic Algorithm (GA), Neutrosophic theory and the KDD CUP 99 Data set, and

study related overview.

Chapter 3, Introduces Modeling Neutrosophic Data by Self-Organizing Feature
Map: MANETSs Data Case Study.

Chapter 4, illustrated the Novel approach for neutrosophic intelligent system based
on genetic algorithm and the comparative study.

Chapter 5, provides conclusions and Future work.
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21 Whatis a MANET?

A Mobile Ad-hoc Networks (MANETS) is an assortment of self-configuring nodes
that can communicate with each other by initializing a multi-hop radio decentralized
network. In MANETS every node has the functionality of routers and terminals and
can communicate with another network device that in same radio range or one that’s

outside their radio range not relying on access point [17].

In the infrastructure wireless networks each user communicates directly with a base
station or access point, in contrast, MANET is wireless ad hoc network of mobile
routers that don't need access point for communication rather than these mobiles
connected directly by wireless links (i.e. MANET is infrastructure less wireless
network) and these devices are absolve to move suddenly and organize themselves
indiscriminately. Thus, the communication between devices in MANET is occur by

using multi-hop paths.

Nodes in the MANET share the wireless medium and the topology of the network
changes sporadically and dynamically. In MANET, breaking of communication
connect is accustomed, as nodes are free to move to anywhere. The concentration of
nodes and the number of nodes are relies upon the applications in which we are

utilizing MANET [18].

MANETSs are widely utilized in military and other scientific areas. Different kind of
applications are based on the concept of MANET for communication like remote
Sensor Network, Device Networks, Data Networks, etc. With numerous applications

there are still some outline issues and challenges to conquer.

-9.
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There are a security challenges and troublesome in MANET results from the
arbitrarily move of network devices and ability of any device to connect to any other

device freely [19], it is unthinkable for Ad hoc network to own a fixed infrastructure.

MANETs are self-organized networks which comprise of an arrangement of wireless
nodes. The nodes can move in a subjective way and work as its own think. They may
join or leave the network without limitations. In this manner, MANETS topologies
are dynamic and expensive to keep up. Besides, wireless channels make the routing
and message transmission considerably more difficult [20]. In these networks the
nodes can work as routers that mange the routing path between other nodes in the
network as well as end-users. They’ll depend alternate nodes to transfer the
messages, which are exposed in an open dangerous scenario for any intermediate
node to be capable of destroying the integrity or choose as their like to manage the
messages. To wrap things up, nodes in MANETSs have only limited resource, i.e.
Battery power, bandwidth and CPU power. They are normally embedded systems
which are produced for certain fixed tasks [20].

The fundamental qualities of MANETS can be summarized as the follow:

e Dynamic topology: the nodes of the network can move discretionarily,
the topology of the network likewise changes.

e Bandwidth Constraints: the data transfer capacity of the connection is
compelled and the limit of the network 1s additionally factor
tremendously. Due to the dynamic topology, the yield of each transfer
node will differ with the time and after that the connection limit will

change with the connection change.
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e Power Constraints: it is a genuine factor. Because of the mobility
qualities of the network, devices utilize battery as their power supply.
Accordingly, the advanced power conservation procedures are
exceptionally essential in planning a system.

e Security Constraints: The security is restricted in physical perspective.
The mobile network is easier to be assaulted than the settled network.
Defeating the shortcoming in security and the new security
inconvenience in wireless network is on demand Figure 2.1 shows the

general form of cellular networks vs. MANETS.

A reaction of the adaptability is the straightforwardness with which a node can join
or leave a MANET. Absence of any settled physical and, sometimes, authoritative
infrastructure in these networks makes the task of securing these networks extremely

challenging [21].

(a) Cellular network (b) Mobile ad hoc network

Figure 2.1: Cellular network (a) VS. (b) MANETS
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2.2. Security in MANETSs.

One of the challenges in MANET is security, in view of its intrinsic vulnerabilities.
These vulnerabilities are nature of MANET structure that can’t be expelled [22]. So
that, attacks with noxious expectation have been and will be contrived to misuse
these vulnerabilities and to injure MANET activities. In comparison between
traditional networks and MANET, the MANET network is more vulnerable to be

exploited by attackers for malicious activities.

First of all, the utilization of wireless connections renders the network susceptible
to attacks ranging from passive eavesdropping to active interfering. Unlike wired
networks where an enemy must increase physical access to the network wires or go
through a few lines of defense at firewalls and gateways, attacks on a wireless
network can originate from all directions and focus at any node. Damages can
include leaking secret information, message contamination, and node impersonation.
All these imply that a wireless ad-hoc network won’t have a reasonable line of
defense, and each node must be set up for encounters with an enemy straightforward

or indirectly [23].

Second, mobile nodes are self-ruling units that are equipped for wandering freely.
This implies nodes with insufficient physical security are responsive to being caught,
traded off, and seized. Since finding a specific mobile node in an expensive scale ad
hoc network may not be effectively done, attacks by a traded off node from inside

the network are far more damaging and much harder to recognize. Along these lines,
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mobile nodes and the infrastructure must be set up to work in a mode that trusts no

associate.

Third, decision-making in mobile computing environment is sometimes de-
centralized and some wireless network algorithms depend on the agreeable
cooperation of all nodes and the infrastructure. The absence of centralized authority
implies that the enemies can misuse this helplessness for new kinds of attacks
intended to break the cooperative algorithms. A mobile ad-hoc network is extremely
responsive to security attacks because of its open medium, dynamically changing
network topology, cooperative algorithms, absence of centralized monitoring and
administration point, and absence of an unmistakable line of safeguard as figures
(1.2, 1.33) shows. These vulnerabilities are nature of MANET structure that can’t be
expelled. Accordingly, attacks with malignant goal have been and will be

formulated to abuse these vulnerabilities and to injure MANET tasks.

Darth § Read contents of
message from Bob
1o Alice

Internet or
other comms facility )

Figure 2.2 the Release of Message Contents

Bob
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Darth § onserve pattern of
messages from Bob
o Alice

Internet or
other comms facility

Figure 2.3 the Traffic Analysis

2.3 Security Requirements in MANETSs

The nodes associated with one another in the same range thru wireless connections.
Some nodes act as routers used to transfer data to extra inaccessible nodes. The
topology of MANETS isn’t settled [24]. The change appears when these node move
in and out of each other’s communication area. This make MANETs very
exceptionally defenseless against assaults and the security issues turn out to be

extremely intricate.
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Figure 2.4 Topology Change in Ad-Hoc Networks of Nodes

MANETs are another worldview of wireless communication for mobile hosts. Node
mobility causes frequent changes in topology Figure 2.4 shows such a model: nodes
H, A, I, T, M, and S comprise an ad-hoc network. The circle represents the radio
area of node M. At first nodes M and T have an immediate connection between them.
At the point when T moves out of M’s radio area, the connection is broken. However,
the network is as yet connected, because M can connect T through I, H, and A.
The security services of MANETSs are the same in other network must meet.

As follow we depict the prerequisites for MANETS.
2.3.1 Availability

Availability ensures that the coveted network services are accessible whenever they
are required. As every node in the network rely upon one another to hand-off data,
denial of service (DoS) assaults are simple to commit. Such as, a pernicious client
might endeavor to stick or generally attempt to meddle with the stream of data.

Otherwise, the routing protocol ought to have the capacity to deal with both the
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changing topology of the network and assaults from the noxious nodes by
encouraging the system with precise data [25, 26]. Another defenseless point, is the
restricted battery power of MANETSs node. Typically, these clients attempt to spare
vitality with power sparing plans, so that when the node isn’t in active usage, energy
isn’t used. Assaults that intend battery depletion, so a pernicious client can reason
advanced power consumption from different nodes battery, making these nodes to

expire early [27].

2.3.2 Non-Repudiation

Non-repudiation guarantees that the starting point of a message can’t deny having
sent the message. Once a client H gets an incorrect data from a client T, non-
repudiation permits H to denounce T utilizing this data and to persuade different

clients that T 1s attacker.
2.3.3 Confidentiality and Integrity

Data confidentiality is an essential safety basic for MANETS. It guarantees that the
data sent can’t be realized by anybody other than the approved specialist. With
wireless connections, anybody can see the data sent and the absence of encryption
the data is effectively accessible. Data integrity indicates the perfection of message
sent from one client to another. That is, it guarantees that a data sent from client M
to client S was not altered amid transmission by a malignant client I. in the event
that a vigorous privacy component is utilized, guaranteeing data integrity might be

as straightforward as adding one-way hashes to encrypted messages.
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2.4 Security Solutions Constraints

For history, network security staff have received a central, generally defensive
worldview to fulfill previously mentioned necessities. Once, joining the network the
node work in an open design distribute delicate documents, permitting approaching
network connections since it is certainly ensured that any pernicious client from
external won’t be permitted get to. In spite of the fact these solutions have been
viewed as from the get-go in the development of MANETS, endeavors to adjust
comparable client-server keys to a decentralized domain have to a great extent been
inadequate. To be well appropriate, security solutions for MANETSs should
preferably get the next attributes:

= Lightweight: reduce the measure of calculation and connection mandatory to
guarantee the security facilities to suit the restricted power and computational

assets of MANETS.

= Decentralized: efforts to protect nodes necessity be ad-hoc, they should build
protection without refer to centralized. Rather, security perfect models must

necessitate the collaboration of every reliable client in the system.

= Reactive: MANETS are self-motivated. Clients reliable and noxious may join
and exit the system precipitously and unannounced. Security ideal necessity
respond to variations in system behaviour; they necessity try to discover bargains

and weaknesses.

= Fault-Tolerant: clients are probably going to leave or be endangered
suddenly without any notification. So the necessities of security solutions ought

to be planned with such mistakes in attention.
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2.4.1 Challenges

The behaviour of MANETS make it liable to assaults running from stealthily spying
to active impersonation. Spying may provide an aggressor right to use secret data,
accordingly violating secrecy. Active assaults might run from data replay or erasure,

infusing wrong data, impersonating a client, and so on.

Consequently, security arrangements need to consider vindictive assaults from
outside as well as from inside the network. Then, the certainty connections among
individual clients can alteration, particularly when a few clients are observed in
danger. In this way, security technique should be self-motivated, and ought to be

suitably adaptable.
2.4.1.1 Secure Routing

The present routing protocols intended for MANETs adapt well to dynamically
evolving topology, yet are not intended to give protection against malignant
assailants. In MANETSs, with respect to aggressors, we can order them into outer and
interior. External aggressors may infuse mistaken routing info, resend old routing
info so as to segment or excess the system with re-transmissions and wasteful
routing. Solutions must beat these potential issues and utilize a few attribute of
MANETS to encourage secure routing. Once the abnormal clients have been known,
if there is adequate number of conceivably disconnect and usable paths, the routing
protocol ought to be capable of have the capacity to sidestep the compromised nodes

by utilizing alternate routes.
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2.4.1.2 Key Management

In a public key (PK) infrastructure, every client has a public/private key pair.
A client disseminates its PK unreservedly to the alternate client in the network;
anyway it keeps its private key (PvK) to just itself. A Certification Authority (CA)
is utilized for key management and has its own (P/Pv) key pair. The CA's PK is
known to each network client. The confided in CA is dependable to sign certificates,

restricting PKs to clients, and needs to remain online to confirm the present ties.

The PK of a node ought to be disavowed if this client is never again trusted or leaves
the network. Likewise, if a Certification Authority is imperiled, the assailant can
sign incorrect certificates utilizing the database of the PvKs. Guileless repetition of
Certifications Authority can make the system further helpless, then upnormal of any
single imitation can make the network to fizzle. Henceforth, it might be more
reasonable to share the confidence to an arrangement of clients by giving these

clients a chance to distribute the key management responsibility.

2.4.2 Authentication

Authentication indicates the exact, outright recognizable proof of clients who desire
to join the network. Truly, authentication has been proficient by arecognized central

verification server.

2.4.3 Trusted Third Parties (TTP)

A standout amongst the primeval ways to deal with authentication in MANETSs
utilizes a TTP. Each client that desires to participate in MANETSs acquires an

authentication from a universally TTP. When two clients desire to connect, they
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initially verify whether the other client has a legal certificate. The TTP approach is
weighed down with imperfections. It presumably isn’t sensible to require all
MANETs-enabled devices to have an authentication. Secondly, every client desires

to have a unique name.

2.4.4 Chain of Trust

Interestingly, the chain of trust paradigm depends on any client in the system to make
validation. Namely, if a client desires to go into a network area, it might ask for any
of the current clients for validation. This model be unsuccessful if there are abnormal

clients inside the network or the approaching clients can’t be authenticated at all.

2.4.5 Location-Limited Authentication (LLA)

LLA imposes on the way that two clients are near each other and most MANETS be
existent in a little zone. Bluetooth and infrared are two of the most broadly utilized
protocols for this type of validation. In spite of the fact that it may not appear
glaringly evident, LLA is possibly exceptionally secure.

The security is acquired from physical affirmation and alter recognition. That is, the
authenticating client can be sensibly sure that the client it supposes is being verified
is the client it is really verifying by physical signs the exchange light on the asking
for client is flickering, the individual working the device is physically existing, so

on.

2.5 Theoretical Overview & Methodologies used

In a years ago, MANETSs have been expansion speedily and are progressively being

utilized in several applications, starting from military to regular citizen and business
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utilizes, since forming such networks can be stayed away from the assistance of any
infrastructure or connection with a human. A few models are: data accumulation,
and virtual classrooms and meetings where laptops, or other cell phones share

wireless medium and connect to each other.

As MANETS turn out to be broadly spread, the security problem has turn out to be
one of the fundamental attention. For instance, a lot of the routing protocols designed
for MANETSs suppose that each node inside the network is agreeable and not
pernicious [28]. Along these lines, just one client can reason the disappointment of
the whole network. There are both passive and active assaults in MANETSs. For
passive assaults, packets containing mystery data may be eavesdropped, that violates
confidentiality. Active attacks, including sending data to incorrect clients into the
network, removing data, change the contents of data, and impersonating other clients

violate availability, integrity, authentication, and non-repudiation.

Proactive approaches such as cryptography and authentication [29, 30, 31 and 32]
were first brought into thought, and a bunches of procedures have been proposed
and executed. These applications don’t seem to be sufficient. If the flexibility to
discover the assaults once it comes into the network is got, these attacks can be
stopped from doing any harm to the system or any data. Here is the place the

intrusion detection system comes in.

Intrusion detection as announced is a strategy of observing activities in a network or
a computer. The technique that is accomplished is named an IDs. An IDs gather
action data and afterward analyses it to decide if there are any actions that assaulted

the Protection rules. Once an IDs decide that an abnormal behavior or an action
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which recognize to be an assaults happens, it at that point makes an alert to warn the
security manager. Additionally, IDs also can start a correct reaction to the malignant

movement.

Despite the fact that there are many IDs methods built for wired networks these days,
they’re not appropriate for wireless networks because of the variations in their
qualities. In this way, those methods should be changed or new strategies should be

created to form IDs work successfully in MANETS.

2.5.1 History of Neutrosophic theory and its Applications.

Zadeh presented the degree of membership/truth (t) in 1965 and characterized the
fuzzy set [33]. Atanassov presented the degree of nonmembership/falsehood (f) in
1986 and characterized the intuitionistic fuzzy set [34]. Smarandache presented
the degree of indeterminacy/neutrality (i) as independent component in 1995
(published in 1998) and defined the neutrosophic set on three components (t, 1, f) =

(truth, indeterminacy, falsehood).

Historical, The words “neutrosophy” and “neutrosophic” were devised/created by
Smarandache in his book [35] 1998. Neutrosophy thinks a proposition, theory, event,
concept, or entity, "H" in relation to its opposite, "Anti-H" and that which isn’t H,
"Non-H. Signified by "Neut-H". Neutrosophy is the premise of neutrosophic
probability, neutrosophic logic (NL), neutrosophic statistics, and neutrosophic set

(NS).
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Neutrosophic Logic is an overall system for union of several present logics, for
example, intuitionistic fuzzy logic, paraconsistent logic, intuitionistic logic,
etc. Each dimension of the space represents respectively the truth (T), the falsehood
(F), and the indeterminacy (I) of the statement under thought, where T, I, F are
standard or non-standard real subsets of ]-0, 1+[ with not really any association

between them.

For programming designing proposition the established unit interval [0, 1] might be
used. For single valued neutrosophic logic, the sum of the components is: 0 < t+i+f
< 3 once all three components are independent; 0 < t+i+f <2 when two components
are dependent, whereas the third one is independent from them; 0 < t+i+f <1 when
all three components are dependent. Whenever three or two of the components T, I,
F are independent, one leaves room for incomplete information (sum < 1),
paraconsistent and contradictory information (sum > 1), or complete information

(sum=1).

If all three components T, I, F are dependent, then similarly one leaves room for
incomplete information (sum < 1), or complete information (sum = 1). By and large,
the sum of two components A and B that differ in the unitary interval [0, 1] 1s: 0 <
A +B<2-d°(A, B), where d°(A, B) is the degree of dependence between A and B,
while d°(A, B) is the degree of independence between A and B.

In 2013 Smarandache developed the NS to n components: (T1, T2, ...; I1, 12, ...; F1,
F2, ...). In a brief timeframe. Neutrosophic set has been an essential important tool
in all various areas of data mining, decision making, e-learning, engineering,

medicine, social science, and some more [ 7, 8,9, 10, 11 and 12].
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2.5.2 Genetic Algorithms (GAs).

GA is a search-based optimization mechanism. It is habitually utilized to discover
optimum or close- optimum answers for troublesome issues which generally could
take a time to illuminate. Optimization is the procedure of making something
better. In some procedure, we have an arrangement of yields as appeared in the

following figure 2.5.

Set of inputs N PROCESS . Set of outputs

Figure 2.5 Optimization process

Optimization denotes to get the values of entered data after some process to get the
“best” outcomes. Nature has dependably been an extraordinary wellspring of

motivation to all humankind.

GAs are adequately randomized in nature, achieving much better than random local
search (in which we simply attempt different irregular solutions, monitoring the best
up until this point), as they abuse recorded data also. GAs have different benefits
which have made them widely used:
e Doesn’t necessitate any derivative information (which might not be
accessible for some true issues).
e Is quicker and more effective as matched to the conventional

techniques.
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e Has great parallel abilities.

e Always finds a solution to the issue, which shows signs of improvement
over the time.

e Useful when the pursuit space is huge and there are countless

parameters.

Similar to any system, GAs additionally hurt from a little restrictions:
e GAs aren’t convenient for all issues, particularly issues which are
simple and for which subordinate data is accessible.
e Fitness value is figured over and over which may be computationally
costly for a few issues.
e There are no assurances on the optimality or the quality of the solution.

e Ifnot executed duly, the GA may not meet the ideal solution.

2.5.3 Self Organize Feature Map (SOFM)

SOFM are a kind of neural network [36, 37]. The scientists were created
in 1982. SOMs are suitably called, “Self-Organizing” for the reason that
supervision isn’t mandatory, through unsupervised competitive learning. “Maps” is
because they try to graph their weights to stratify to the specified input data [38]. In
unsupervised training, the systems knows how to frame their own groupings of the

preparation information without outside help.

For this we need to accept that class membership is comprehensively characterizes
by the input patterns sharing common features, and that the network will have the

capacity to distinguish those features over the scope of input patterns.
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One especially interesting class of unsupervised system is depends on competitive

learning, in which the output neurons contend among themselves to be activated,

with the outcome that just a single is activated at any one time. This activated neuron

is known as a winner-takes all neuron or essentially the winning neuron.

Such competition can be prompted/executed by having lateral inhibition connections

(negative feedback ways) between the neurons. The outcome is that the neurons are

compelled to sort out themselves. The self-organization procedure includes four

noteworthy parts:

Initialization: the connection weights are initialized with little
random values.

Competition: For each input pattern, the neurons process their
values of a discriminant function which gives the premise
for competition. The specific neuron with the smallest value of the
discriminant function is confirmed the winner.

Cooperation: The winning neuron decides the spatial area of
a topological neighbourhood of excited neurons, in this way giving the
premise to participation among neighboring neurons.

Adaptation: The excited neurons diminish their individual values of
the discriminant function in relation to the input pattern through
appropriate modification of the related association connection weights,
such that the response of the winning neuron to the subsequent

application of a similar input pattern is enhanced.
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The phases of the SOM algorithm can be outlined as pursues:

1. Initialization — Pick random values for the initial weight vectors w;.

2. Sampling — Draw a sample training input vector x from the input space.

3. Matching — Find the winning neuron q; with weight vector closest to
input vector.

4. Updating — Apply the weight update equationw;[t+ 1] = w;[t] +
N [t1(xnlt] — wylt])

5. Continuation — keep returning to step 2 until the feature map stops

changing.

2.5.4 KDD99 dataset

Lee and Stolfo [39], one of the contributing groups of the DARPA occasion, gave
their feature extracted and preprocessed data to Knowledge Discovery and Data
Mining (KDD) yearly rivalry [40]. Pfahringer [41] won KDD 99 rivalry utilizing
blend of stowing and boosting. Most articles compare their results with winner's

result [41].

KDD99 dataset, made in 1999, is extremely ancient for IDS researches [42]. It has
been utilized as a reference in numerous researches in the last sixteen years, in
February 2016, [39] has been refered eight hundred seventy three times indicated by
Google Scholar.

-27-



Chapter 2 ....... MANETSs Overview &Theoretical overview
of methodologies used

Besides, one hundred forty nine research papers were issued in Science Citation
Index Expanded and Emerging Sources Citation Index journals between 2010 and
2015, as indicated in graph 2.6. With respect to graph 2.7, in view of the one hundred
forty nine published papers, one hundred forty two, of them has been applied in
either in IDS or in machine learning (ML), and one hundred eighteen indexed papers
utilize two domains in the same study. These statistics demonstrate that the principle

joint of ML, IDS, and data security is KDD99.
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Figure 2.6 KDD99 Dataset Usage by Years.
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Machine Learning + IDS : Total Studies = 142

Figure 2.7 Machine Learning and IDS Usage in this Review.

2.5.5 Intrusion detection system (IDS)

ID is a set of strategies and techniques that are utilized to identify suspicious
movement in the network and host level. IDS consist of two essential classes:
signature-based IDS and anomaly detection systems. Attackers have signatures,
similar to computer viruses that can be identified utilizing software. The aim to
discover data that have any intrusion-related signatures or particularities identified
with Internet protocols. Depended on a set of rules and signatures, the detection
system can discover and log suspicious activity and produce cautions. Normally an
IDS catches data from the network and applies its rules to that data and detects

abnormalities in it.
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2.5.5.1 Intrusion Detection in MANETSs

IDS are programming or equipment devices (even a blend of both) that consequently
scan and monitor occasions in a PC or network, scanning for meddling proof [43].
When planning an IDS to be used in MANET, some thoughts ought to be taken
under consideration. There are numerous varieties in the strategy the detection

engine ought to carry on concerning a wired network IDS.

In [42] a somewhat total study with respect to this subject, wherever Anjum et al.
present the most difficulties to secure MANETS. Sen and Clark [44] have introduced
areview in regards to existing ID methodologies for MANETSs. Traditional anomaly-
based IDS utilize predefined ‘‘normality’” models to find irregularities inside the
system. This can be a methodology that can’t be essentially sent in MANETS, the
flexibility of nodes prompts changes of the system topology, expanding the difficulty
of the detection strategy.

What's more, since the MANET nodes haven't any settled area, there's no focal
management and/or potentially checking point wherever an IDS may be set. This
indicates that the detection technique could likewise be conveyed into numerous
nodes, and in addition the gathering and investigation of data. Thus, IDS are

categorized into cooperative or independent (non-collaborative) [44].

Independent IDS are comprise of IDS agents setted in the nodes of the network and
be responsible for watching all nodes inside the network and sending alerts whenever
they discover any suspect activity. The fundamental inconvenience of this design is

deciding the place of the IDs agents, since nodes are moveable, and several domains
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of the system might not be checked. Additional downside is that some resources for
example bandwidth, central processing unit and/or power are rare in these situations.
Augmenting the discovery rate subject to asset restriction is a nondeterministic
polynomial time (NP) complete problem and a few algorithms are planned to
estimate the solution [42]. A few IDS structured have been suggested to be utilized

in MANETS.

2.5.5.2 The Place that the IDS ought to be set in Network Topology

Putting IDS at one or more places depending on the network topology.
It likewise relies on what sort of intrusion activities you need to recognize: inner,
outer or both. For instance, the need is to recognize just outer intrusion activities,
and have one router joining to the Internet, the best location for the IDS might be

simply inside the router or a firewall.

On the off chance that you have numerous routes to Internet, you might need to put
one intrusion detection systems at every access socket. Be that as it may in the event
that you need to identify internal threats too, you might need to put IDS in each
network fragment. Be clear that a lot of IDS mean extra effort and extra maintenance
charges. So the choice truly relies on the security rule, which characterizes what you
truly need to defend from attackers. Graph 2.8 indicate common areas where you

can put an IDS.
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Figure 2.8 Typical locations for an IDS.

As should be obvious from graph 2.8, regularly you ought to set an IDS beside every

one of the firewalls and routers.

2.5.5.3 Some Definitions

We have to take in a few definitions identified with security. An essential

comprehension of these terms is important to process other confused security ideas.

e Network IDS ( NIDS)

NIDS are IDS that collect data packets roaming on the network media and
compare them to a database of signatures. According, whether a packet is matched
with an intruder signature, an alarm is produced or the packet is logged to

database.
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e Host IDS ( HIDS)

HIDS are installed as agents on a client. These IDS can see into system and
application log files to expose any intruder action. Some of these systems are
reactive, implying that they notice you just when something has occurred. Some
HIDS are proactive; they can expect the network traffic coming to a specific host

and alarm you continuously.

e Signatures

A signature is utilized to identify one or numerous kinds of assaults. Signatures
might be existing in various fragments of a data packet contingent on the nature
of the assaults. Such as, you can discover signatures in the IP header, TCP or UDP
header. Typically Intrusion Detection System relies on signatures to get some
answers concerning intruder movement. Some vendor-specific Intrusion
Detection System require updates from the vendor to add new signatures when a

new type of assaults is found.

e Alerts

Alarms are any kind of client warning of an intruder movement. At the point when
an Intrusion Detection System discovers an attacker, it needs to alert the security
person. Alarms might be in the form of pop-up windows, sending e-mail and so
on. Alarms saved in databases or log files where the security specialists can be

seen in future.
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e False Alarms

False alarms are cautions produced because of a sign that isn’t an intruder action.
For instance, misconfigured interior hosts may some cases transmit mails that
reason a rule, causing a false alarm. Now and again you may need to change and

tune distinctive or cripple some of the rules to stay away from false cautions.

2.6 Related Work

Security was an incredible test in the specific start of the research in the wireless
connections, such a large numbers of scientists have been endeavoring to set up an
anchored structure for safe connection in MANETs. We found a numerous studies
in this field as a consuming subject in everyday life. Below is a review on them with

demonstrating important points.

. Donald al. [45] in 2003

Passive eavesdropping, active eavesdropping, and Traffic analysis are three grouped
assaults that damage privacy or confidentiality of the session. The scientists
reviewed over fluctuated wireless security attacks and their counter estimates
cryptographic methods. Then they planned to locate an assimilated secure structure
having appropriate authentication technique close to a solid and secure encryption

algorithm utilizing block cipher.
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. Ravi al. [46] in 2005

The scientists prescribed an efficient key agreement structure especially Diffie-
Hellman and Chinese Remainder Theorem (DHCRT), which, there is no pre-shared
mystery between the individuals and furthermore the service of a confided authority
or a gathering controller isn’t requisite. DHCRT utilizes the DH key exchange and
furthermore the CR Theorem for effective key agreement of Symmetric Encryption.

In any case, DHCRT suffers from man-in-the-middle assault [47].

° Tina al. [48] in 2005

The scientists focused on authentication and identification in MANETSs. For
alleviating the identity assaults, the scientists planned to relate the message sender
with an area and utilize this area data to discover identity. As indicated by this
technique, a Verifying Node (VN) verifies the area of sending nodes utilizing a mix
of signal properties, global positioning systems (GPS), and trusted-peer coordinated
effort for identification purposes. They see identification depended on triangular
situating framework where the three key focuses are the trusted peer, VN, and
sender. At that point, the three functions are utilized to calculate the sender’s area.
Besides, calculation depended on relative position isn’t a proficient methodology for

recognizing a lying node.
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. Shichun al. [49] in 2006

The researchers presented an optimized improved to State Space Search Algorithm
(SSS). The security of this model is depends on Elliptic Curve Cryptography (ECC)
[50]. The key of elliptic bend cryptography has the size which is significantly less
than RSA cryptography. Subsequently, the model ought to be so vital in applications

with restricted memory and computing power.

. Wei al. [51] in 2006

The researchers attracted our consideration to ID-based Key Management (IKM)
cryptography. IKM as a certificate-less solution helps public keys of mobile nodes
to be specifically logical utilizing their known IDS and some normal data. Thus, it
expels the need of certificate-based authenticated public-key distribution, which is

essential in conventional public-key management schemes.

o PI Jian al. [52] in 2006

The scientists contemplated a plan to dispose of the customary identity
authentication mechanism for PKI and identity. The authentication code (AC) stays
unaltered in all sessions and the session key is distinctive in each session. Their
performance investigation demonstrates that, existential imitation assaults can be
averted by their plan. Despite the simulation outcomes of this technique obtain high

efficiency versus Sybil assault, the plan is helpless to the key imitating assault.
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. Chris al. [53] in 2006

The scientists recommended an application space particular detection technique for
MANETs. The plan is depends on the way that Sybil nodes in MANET normally
transfer in groups. The scientists demonstrated that the assessment of topographical
area examples of groups of identifiers, which are moving together, can conceivably

show the nearness of a node propelling a Sybil assaults.
° Marianne A. et al. [54] in 2007

The researchers contemplated diverse limit cryptography systems and State Space
Search (SSS). They enrolled numerous difficulties alongside research alternatives in
the field of limit authentication and cryptography. The real difficulties of SSS are
legitimacy time of the partial key or mystery sharing, choices of the ideal edge level,
dynamic alteration of the partial key legitimacy time and conduct of adulterated

nodes utilizing erroneous partial keys.

. Pierre al. [55] in 2007

The paradigm gives secure common authentication and explicit key formation over
an insecure system. The researchers guaranteed that this paradigm is more protected

than any other present basic Key Agreement (SKA) protocols.

. A. Macedo [56] in 2008

The researchers presented Address-based Cryptography Scheme (ACS) as
a security show for MANETs. ACS is a blend of public key cryptography and Ad

hoc node address. ACS nodes are straightforward deliverable from their known Ad
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hoc node address and some normal data, for example quantity of nodes in the system,
entrance time and departure time. The scientists requested that in this technique
MANETs are saved from the eavesdropping and masquerading. ACS broadcasts
scrambled message including its own private key which expands security dangers

for MANETs.

. Mengbo al. [57] in 2009

The researchers suggested that ID based cryptography plot is powerless to the key
imitating assault, where an active foe can block and suitably adjust the messages
traded between two entities, and force the two entities to admit the similar session

key.

. Yuguang al. [58] in-2009

The researchers presented distinctive cryptographic systems for MANETs. The
scientists proposed to utilize Identity Based Cryptography [59], in view of the

restricted asset requirements of MANETS.
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Chapter Summary

This chapter provides brief overview to MANETS and the history of this special type
of networks and theoretical overview of methodologies used like Self Organize
Feature Map (SOM), Genetic Algorithm (GA), Neutrosophic theory and the KDD
CUP 99 Data set, are described to get proper understandings of field related

backgrounds.
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3.1 Introduction

Building a neutrosophic IDS is a feasible solution in dealing with ambiguity
circumstances. The neutrosophic IDS is composed of two main sub modules: the
preprocessing phase and the network attacks classification phase. The preprocessing
phase concentrates on preparing the network data in a format suitable for the

classification module.

This chapter is concerned in reformatting the regular data in the KDD data set [13]
into neutrosophic format (x , u,(x), 04(x), v4(x)) where x is the value of attribute
data, p,(x) is the membership (MEM) value, g4 (x) is the indeterminacy value and
v4(x) 1s the non-membership (NON-MEM) value of the x in the data space.
Although, manual procedures of human interfering could help in reformatting the
neutrosophic network data, the huge amount of data would be an obstacle for this
kind of help. Semi manual techniques could be utilized here. Human expert could
help in preparing a subset of common values in the network data. A machine learning
technique could be utilized to learn from this subset and complete the process of

reformatting.

SOFM [36] is a neural network with unsupervised learning capabilities Figure 3.1.
SOFM would be utilized to learn the u,(x), 04(x),v,(x) functions from the input
subset provided by the human expert in the network field. The SOFM was used for
generating membership functions for fuzzy variables by Chih-Chung Yang and N.K.
Bose [60]. Their research was an inspiration for this thesis to generate the

neutrosophic functions in the same methodology.
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The SOFM are used to define the membership, nonmembership and indeterminacy
functions of the KDD network attacks data [13] available in the UCI machine
learning repository for further processing in IDS and knowledge discovery. The
focus of this Chapter is on how SOFM could be utilize to deal with neutrosophic

information. In this way, the information being related is all neutrosophic variables.

Output layer

Connected
Weights Wy

Input layer

Figure 3.1. The self-Organizing (Kohonen) map
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3.2 DESIGNING SOFM for Modeling Neutrosophic Variables

A neutrosophic set 1S an  object having the form A=
(x,uq(x),0,4(x),v4(x)) where puy(x), o4(x), and v,(x)which represent the
degree of MEMEBERSHIP function (namely), the degree of indeterminacy
(namely), and the degree of NON-MEMEBERSHIP (namely p4(x) the degree of
indeterminacy namely (6 4(x)) and the degree of non-member ship (namely v4(x))

respectively of each element x € X to the set A where
0~ < (ma(x),64(x),va(x)) <1*and (1)

0- < (uA(x) + 0,(x) + vA(x)) <3t (2

Smarandache introduced the following: Let T, I, F be real standard or nonstandard
subsets of 107, 17[, with Sup T=t sup, inf T=t inf, Sup I=i_sup,inf I=i_inf;
Sup F=f sup, inf F=f inf ; n-sup=t sup+i_sup+f sup n-inf=t inf+i_inf+f inf, ;

T, I, F are called neutrosophic components.

Fuzzy system [61] depends on the fuzzy variable to build the fuzzy rules and
equations. SOFM was utilized in generating fuzzy MEMEBERSHIP function [62].
Because neutrosophic system depends partially on MEMEBERSHIP function,
SOFM could be used to define neutrosophic MEMEBERSHIP function for the
variables. Furthermore, SOFM could be utilized to define NONMEMEBERSHIP.
Then, the INDETERMINACY function can be calculated via equation 2 to complete

the neutrosophic variable modeling.
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“Self-Organizing” is because no supervision is required. SOFMs learn on their own
through unsupervised competitive learning. “Maps” is because they try to chart their
weights to stratify to the given input data [38]. The nodes in a SOFM network
attempt to become like the inputs presented to them. Assuming an input vector of
Zn = [Xpynl", the SOFM will go through two main phases. The first is the training
phase which accept the input data and apply the calculations in equations 3, 4 and 5
to find the winning neuron and update the network connections. The second is the
retrieving phase which retrieves the weight connections associated with the winning

neuron for each new instance of input data.

axs) = mjn]x, — ®
_ (n[t]jeNg

wilt + 1] = wj[t] + ng[tl(xa[t] — wj[t]) (%)

With, in this case, the weight vectorw; = [lewjz ...........wjdxj(d+c)]T

Z[w]-dch],j = 1,...,].After the learning phase, the SOFM can be considered as a
MEMEBERSHIP generation network just like its counterpart, the feed forward
multilayer neural network trained with a supervised learning algorithm [63].
However, in the retrieving phase, it is not as straightforward as in the case of the
feed forward multilayer neural network and some modification, described next, is

required.
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In the retrieving phase, the input feature vector is only x,,. Therefore, the input
feature vector will find the best matching neuron q by considering only the weight
sub vector wijg = [le .....Wjd]T related to input features, which is Eq. 3.
Subsequent getting the triumphant neuron g, the output of SOFM is the weight sub
vector Wo = [Wq(d+1) .Wq(d+c)]T related with the labeling

information. Likewise, it is the neutrosophic MEMEBERSHIP created by SOFM.

The SOFM used to identify the MEMEBERSHIP, NONMEMEBERSHIP for the
network features. Then those two function would be used to define the
INDETERMINACY function basing on the neutrosophic set definitions Eq. 1 and
2.

The neurons in the SOFM emulate the inputs applied to them to achieve the learning
process. The topological relationships between input data are conserved when
mapped to a SOFM network. This is a very important capability when inspect
complex data. The age of neutrosophic MEMEBERSHIP function through SOFM

has, so far been a two-phase execution [64].

The initial step creates the correct groups. At that point, the neutrosophic
MEMEBERSHIP function is created as per to the groups in the first stage. Be that
as it may, it is conceivable to combine the two-stage process and produce the
neutrosophic MEMEBERSHIP function straightforwardly amid the learning stage,
the proposed procedure is explained in Figure 3.2. The principle thought is to expand

the input feature vector with the group labeling information.
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'd ™
Features
Label
A A
Weights
Updating
Unsupervised
Learning
Algorithm
(a)
' I
1
F.lﬂ Features
Features rEjl (discard)
Label < E E
(discard) Output
A A
(b)

Figure 3.2 (a) learning phase and (b) retrieving phase

For the neutrosophic MEMEBERSHIP function, a key advance in the introduced
mechanism is to consolidate the input feature vector X, = [Xp1Xpg «oe cee eeee-Xpgl!
with the vectory, = [Vn1Vnz e o oor+-Ynel ' coding the subset labeling information
of truth degrees. The dimensions of x,, and y,, are respectively, the quantity of input
features d and the quantity of subset labels c. That is, a new vector z, of dimension
c + dis built as pertoz, = [X,Yn]"=[x, 0]" + [0 y,]". In the learning phase, the
newly constructed z,, will be the Input feature vector to SOFM. The weight updating
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as indicated by Eq.5. The procedure is the same for the neutrosophic
NONMEMEBERSHIP function. Instead of the degree of truth, the z, vector will
hold the degree of falsity for different labels of the variable values.

According to the neutrosophic set definition, the MEMEBERSHIP,
NONMEMEBERSHIP and INDETERMINACY functions are independent but with
one condition which is provided in Eq. 2. The summation of the three values for a
neutrosophic label should not exceed 3. Hence, the indeterminacy function could be
defined by knowing the MEMEBERSHIP and NONMEMEBERSHIP function as

follows.

07 — (pa(®) + 0a(%)) S VA(X) < 3% — (Ua(®) + 0a(%)) (6)

Then the resulted INDETERMINACY function should be normalized in Eq.7 to fit
in the [0, 1] interval according to the second condition in Eq. 1. The algorithm and

flowchart of the proposed technique is illustrated in figure 3.3 and 3.4 respectively.

X;—Min (X;)

Z; = Max(X;)-Min(X; )

Where x =(Xj,.........Xn ) X=(X1,...,Xn) and Z; is normalized data
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Input: input_data vectors(Trainig_data set), Input_dim, output_dim,
Output: neutrosophic variable MEMEBERSHIP , NONMEMEBERSHIP and
indeterminacy functions
//MEMEBERSHIP function generation
1. Trainig Data&-Read dataMEMEBERSHIP _data)
2. MEMEBERSHIP _data& SOFM(Trainig_data, Input dim,
output dim)
3. Draw (MEMEBERSHIP data)
4. Trainig Data<Read data(NON_MEMEBERSHIP data)
5. NON_ Membership data& SOFM(Trainig_data, Input dim,
output dim)
6. Draw (NON_MEMEBERSHIP data)
7. Indeterminancy € Calculate ind(MEMEBERSHIP_data,
NON_MEMEBERSHIP data)
8. Draw (Indeterminancy)
End
Function SOFM
Input: Trainig_data, Input dim, output dim
Output: Output Function
Initialize SOFM (input neurons, output neurons)
Randomly Initialize SOFM_Weights ()
While Error>threshold Do
Foreach Record in Trainig_data
Input Record ();
Winning_neuronq;=q(x,) = n\lfijn 2, — wj |l

Update weights (Winning_ neurongj);
Endforeach

Error =Calculate ErrorRate ();
End while

Retrieving_phase ();

Output Function€&Network Weights)
End fun
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(92

2.

3.

B

Update weights

Input: Winning_neurong;

Output: Update weights
1.

Find (Winning_neurongj;)
_ [ wultljen,
Maslt] = {o j &N,
wilt + 1] = wi[t] + ng;[t](xnlt] — wyle])
Output (Update_weights)

. End fun

Figure 3.3. The Algorithm
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Build
Self-organizing map (SOM) Networks

v

Initialization }

Random values for the initial weight vectors w;

PAA,

Sampling
Draw a sample Training input vector x from the input space

!

4 N
Matching

Find the winning neuron q; with weight vector closest to input vector x,, ,
q(xn) = II%(:II ”xn —W;j ”

v

Updating

Apply the weights update equations
_ [ wultljeN,

ng;[t] = {0 j €N,

wilt + 1] = w;lt] + ng;[E](x,[E] — w;le]) )

NO

End of Training
Records

* YES

[ Calculate_ErrorRate ]

v

NO

Error<
threshold

[ Retrieving Data ]

v

[ Output Membership Function ]

Figure 3.4. Algorithm Flowchart
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3.3 Experimental Results

3.3.1 The MANET network data

The KDD-99 dataset’s [13] connections are represented by 41 features; the features
in Columns 2, 3, and 4 are the protocol type, the service type, and the flag. The value
of the protocol type may be TCP, UDP, or ICMP; the service type could be one of
the 65 different network services such as HTTP and PRIVATE; and the flag has 9
possible values such as SF or SO. After reducing KDD-99 features from each record,
pre-processing will be done by reverse each feature from text or symbolic into

numerical form. So for each text or symbolic an Integer code is assigned. As follow:

Table 1. Numeric Values of KDD Features

PROTOCOL FEATURE FEATURE FEATURE
TYPE VALUE SERVICE VALUE FLAG VALUE
TCP 1 HTTP 1 SF 1
UDP 2 PRIVATE 2 S0 2
3 FTP DATA 3 RE] 3
SMTP 4 RSTR 4
POP 2 65 32 9
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3.3.2 SOFM for modeling neutrosophic variable

The proposed technique is concerned by the pre-processing phase of the neutrosophic
knowledge discovery system. Self-Organized Feature Maps (SOFM) are unsupervised
artificial neural networks that were used to build fuzzy MEMEBERSHIP function,
hence they could be utilized to define the neutrosophic variable as well. SOFMs
capabilities to cluster inputs using self-adoption techniques have been utilized in

generating neutrosophic functions for the subsets of the variables.

The SOFM are used to define the MEMEBERSHIP, NONMEMEBERSHIP and
INDETERMINACY functions of the KDD network attacks data available in the UCI
machine learning repository for further processing in knowledge discovery. Our

experimental Results Shows the features and their corresponding functions.

SOM parameters
o Dimensions :
Number of input dimensions: 3 inputs [ value, Normal, Up-normal]
o Outputs :Neuron: 225 neuron

. Error rate threshold: 0.15

System features:

Processor: Intel(R) Core (TM) 13-3227U CPU @ 1.90GHZ 1.90 GHZ
Memory (RAM): 4.00 GB (3.87 GB usable)

System type: 64-bit operating system, x64- based processor

Windows edition: windows 8.1
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SOFM program simulation is implemented by C# figure 3.5. Each feature from the
KDD data will have two different files for MEMEBERSHIP,
NONMEMEBERSHIP assumption values figure 3.6. These files are provided to the
SOFM program to build these two functions. The generated output file contains the

values of elected neuron figure 3.7 and figure 3.8.

5 SOM - Microsoft Visual Studio YH & |QuickLaunch (Cr+Q) P - & x
File Edit View Project Build Debug Team Tools Architecture Test Analyze Window Help Sign in H
-0 | B-2 M| - | beug - AnyCRU - psete| g i = 2 J

Forml.cs & X Solution Explorer
[&S0M

g ‘(;SEI?{!;FLc:rmTJ -8 Formi) G&| B-506dB ‘ op "

U CUTG OT T o Ty

1210183 137435

Search Solution Explorer (Ctrl+;) P~ t
1] Salutian 'SOM: (1 project)
4 [ SOM

A Properties

=8 References

% bin

}

private void buttonl_Click(object sender, EventArgs e)
{

int f_no = int.Parse(textBoxl.Text);

for (int feature = @; feature < ¥ no; feature+)

{

b

b

b

b o obj

b [ Formles
b Mapcs
b Neuron.cs
MessageBox.Show("pls open the "+(feature+l)+” feature file"); b © Program.cs
OpenFileDialog = new OpenFileDialog();
f.showDialog();

StreanReader sr = new StreanReader(f.Fileame);
string 1 = sr.Readline();

sr.Close();

int dim = int.Parse(1.5ubstring((1.Length)-1,1));
new Map(dim+l, 15, f.FileName);

Properties

The thread 8x3844 has exited with code 8 (8x8).

The thread @x2bdc has exited with code 8 (8x8).

Exception thrown: 'System.ArgumentException' in mscorlib.dll

'SOM.vshost.exe' (CLR v2.8.58727: SOM.vshost.exe): Loaded 'C:\WINDOWS\assembly\GAC_MSIL\System.Configuration\2.e.0.8_ b@3f5f7flld5@a3a\System
The program '[3996] SOM.vshost.exe: Program Trace' has exited with code @ (8x@).

The program '[3996] SOM.vshost.exe' has exited with code -1 (@xffffffff).

4

A Publish &

Figure 3.5 SOFM program simulation is implemented by C#.
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5 SOM - Microsoft Visual Studio YB & | Quick Launch (Ctr+Q) Pl m x
File Edit View Project Build Debug Team Tools _Architecture  Test Analyze Window Help. sianin Y
‘-0 Bt M - @ - | Debug -1 normal_nonmembership - Notepad = = “ 3 Normal_membership - Notepad = =l
File Edit Format View Help File Edit Format View Help
B 2
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23 { ] [ 1 ] 1 ]
Lol e.01 @ 1 0.01 1 [
2; .92 ] 1 .82 1 ]
27 } 8.03 @ 1 e.03 1 [
28 8.06 @ 1 0.e6 1 ]
0.08 -] 1 0.88 1 ]
29 = private veid buttonl C1| 9,99 ] 1 8.09 1 ]
30 { 0.1 @ 1 0.1 1 ]
3 o :—:: om-prge.1c o 1 8.16 1 P
- {° kbl ] 1 0.2 1 ]
34 .22 ] 1 0.22 1 ]
35 Ope: ialog || ©-25 ] 1 0.25 1 2]
36 f.Showbialog(); | ©.33 e 1 0.33 1 ]
37 StresmReader sl ©.38 @ 1 0.38 1 ]
38 string 1 = sr.F| 9.4 [] 1 8.4 1 ]
2 sr.Close(); 0.43 @ 1 0.43 1 ]
. sean)e ¢ | os 1 e
42 ) i ‘i e.67 ] 1 .67 1 ]
43 } .75 @ 1 8.75 1 ]
1 1 ] i ] 1
The thread 8x3644 has exited with code @ (' o

The thread 8x2bdc has exited with code @ (8x8).

Exception thrown: 'System.ArgumentException’ in mscorlib.dll
*50M.vshost.exe' (CLR v2.0.50727: SOM.vshost.exe): Loaded 'C:\WINDOWS\assembly\GAC_MSIL\System.Configuration\2.0.0.6_b@3f5f7f11d5@a3a\System
The program '[9996] SOM.vshost.exe: Program Trace' has exited with code @ (8x8).

The program '[9996] SOM.vshost.exe' has exited with code -1 (@xFFFFFfff).

4

4 Publish =

Figure 3.6 Different files for MEMEBERSHIP, NONMEMEBERSHIP assumption values

d ©- = srv_serror_rate_results - Excel (Product Activation Failed) ?2 @B - x

HOME  INSERT  PAGELAVOUT  FORMULAS  DATA  REVIEW  VIEW  ADD-INS  LOADTEST  ACROBAT  TEAM Sign in
= s v | = [==] =11 =
% cut Calibri A s = e - EPWeap Text General - 7] ) g= =X @ 3 Autosum '2? H
Poste B COPY P Cinliand Farde ol || Toom Pt Fommet | LN Sort& Find &
aste B I u- . Bep- MergeCenter + § - % » | ) 03 Condiional Formatas Cell  Insert Delete Forma ort & Fin
- ¥ Format Painter & ¢ % 3% Fommatting+ Tabler Styles+ <« o+ - @Cear”  Fierr Select~
Clipboard IF] Font -] Alignment 7] Number ) Styles Cells Editing -~
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A B ¢ b E F G H | J K L M N 0 P Q R 5 T 1[=
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5 0.02725 1 [
7 0.02845 i 0 12
8 0.02943 1 [} 1 v~
9 0.03 1 0 08 -L DJM’"
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16 0.06161 1 0 S 000 CC000000000000000000 1]
17 0.06755 1 o
——normal ——upnormal
18 0.07148 1 0
19 0.09361 1 [
20 0.09503 1 0
21 0.09751 1 [
22 0.09924 1 0
23 0.10699 0.99999 1.00E-05

| Sheetl Sheet? Sheet3

Figure 3.7 the generated output file contains the values of elected neuron, MEMEBERSHIP
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EH S : stv_serror_rate_results - Excel (Product Activation Failed) CHART TOOLS 7 B - 8 X
HOME  INSERT  PAGELAYOUT  FORMULAS  DATA  REVIEW  VEW  ADD-INS  LOADTEST  ACROBAT  TEAM  DESIGN  FORMAT Signin
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R Copy - ; f 3
Paste Bl 5 Ur & A - — £ ' Insert Delete Format . Find &
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Clipboard ; Font 5 Alignment Number Styles Cells Editing A
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205 0.82555| 0.91242 0.08758
206 0.82989| 0.99402 0.00598
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210 0.86986| 0.92811 0.07189
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: 087433 0.97709 0.02291
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212 09081 0.98743 0.01257 nonmemebership

215 0.91235| 0.99266 0.00734
216 0.92141| 0.9963 0.0037

7 0.92839| 0.9902 0.0093
2 0.93262| 099131 0.00869
219 0.93998| 0.99991 9.00E-05
220 0.94076| 099884 0.00116
221 0.34842| 099323 0.00077

22 0.94999| 0.99389 0.00011

22 0.9555| 0.9998 0.0002
224 0.97177| 0.99986 0.00014
225 0.97321| 0.99986 0.00014
226 0.99879| 0.99999 1.00E-05
227 feature_end

Sheet1 | Sheet2 | Sheet3 (O] ]

AVERAGE: 455601 COUNT:678  SUME 3.07E+02 i3] m

Figure 3.8 the generated output file contains the values of elected neuron, NONMEMEBERSHIP

Figure 3.9 The INDETERMINACY function 1is calculated from the
MEMEBERSHIP and NONMEMEBERSHIP data according to Eq. 6. The
INDETERMINACY function is further normalized to fit within the interval J0~, 1*]
the results graphs shown below figure 3.10 (a, b, ¢, d and e), which indicate the
relation of MEMEBERSHIP, NON-MEMEBERSHIP and INDETERMINACY

functions.

The graphical representation shows of the duration, dst bytes, hot, count and
Srv_serror rate variables from the KDD data set. The first figure for each variable
represent the MEMBERSHIP function while the second figure represent the NON-
MEMBERSHIP function. It is clear that the two figures are the complement of each
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other. The third figure is the INDTERMINACY function that fills the unknown gap
left by the MEM and NON-MEM functions.

H - srv_serror_rate_results - Excel (Product Activation Failed) 7@ - 8 %
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Figure 3.9. The INDETERMINACY function is calculated from the MEMEBERSHIP and
NONMEMEBERSHIP.
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Chapter Summary

This chapter is concerned by the preprocessing phase of the neutrosophic knowledge
discovery system. Self-Organized Feature Maps (SOFM) are unsupervised artificial
neural networks that were used to build fuzzy MEMEBERSHIP function, hence they
could be utilized to define the neutrosophic variable as well, also presented the
algorithm and flowchart of the proposed technique. Finally the experimental results
showed the KDD'99 data set features in the neutrosophic format (i.e. the
MEMBERSHIP, NONMEMBERSHIP AND INDTERMINACY function are
calculated and plotted). Having the neutrosophic format for the KDD'99 data set is
the first step toward building a classification model for MANET attacks. Producing
the neutrosophic IDS basing on the historical data in the KDD'99 data set is the main

concern of chapter 4.
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Chapter 4: Proposes a MANETS attack inference by a hybrid framework of Self
Organized Features Maps (SOFM) and the Genetic Algorithms (GA)

4.1 Introduction

Intrusion Detection System (IDS) is an essential security part for any online network
nowadays. An intrusion is "a collection of actions that try to comprehend the privacy,
integrity or availability for various resources". Intrusion can likewise be
characterized as "a collection of actions imagine to get unapproved assets, abuse
rights, cause finish frameworks and systems smashed, diminish running intensity, or
refuse any assistance". In this manner, IDS might be a framework to monitor events
in PCs or systems and examinations and checking the frameworks uprightness and

privacy.

The neutrosophic IDS is formed of two sub phases: the preprocessing stage and the
network attacks classification stage. The preprocessing stage is concerned by
formulating the network features in a format appropriate for the classification. The
KDD network data [13] is reformatted into neutrosophic form
(x,ma(x),04(X),va(x)) where x is the value of feature, pa(X) is the
MEMEBERSHIP (MEM), 64(x) is the INDETERMINACY (I) and v, (X) is the
NONMEMEBERSHIP (NON_MEM) degrees of the x in the feature space.

The Self Organized Features Maps (SOFMs) [ 14], machine learning technique, was
used to prepare the neutrosophic KDD through learning the MEM and, NON_MEM
functions of the KDD network attacks data [13] downloaded from the UCI repository
for further processing in knowledge discovery. Then, the MEM and NON_ MEM

functions are used to calculate the I function according to neutrosophic set
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definitions. Having the converted neutrosophic KDD dataset which is explained in

details in chapter 3, the second phase will be the main interest of this chapter.

The Genetic algorithms (GAs) [33] searching mechanism is utilized in finding a set
of neutrosophic (if —then) rules to classify MANETSs attacks. The GA initial
population is a set of randomly generated individuals. Each individual represents a
structure of a neutrosophic (if-then) classification rule. The neutrosophic structure
comes from the fact that both the propositions and consequences of the if-then rule
are neutrosophic variables. During the GA iterations, the selection, crossover and
mutation processes are applied on the populations for generating new fit offsprings.
The fitness of the offsprings is quantified by the concept of neutrosophic correlation

co-efficient introduced by Salama et al. in [14].

The final population will serve as the neutrosophic rule set for the neutrosophic IDS
for the KDD data set. The testing procedure apply new instances of KDD instances
(not used during training) to measure the accuracy levels of the obtained
neutrosophic IDS. . The comparative study shows that the introduced neutrosophic
IDS is competing with other systems found in literature working on the KDD data
set. Examples of these techniques are C4.5 [65], Support Vector Machine (SVM)
[66], C4.5 +Ant Colony Optimization (ACO) [67], SVM + ACO, EDADT, SVM +
Particle Swarm Optimization and C4.5 + PSO algorithms [68].
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In light of values got, the precisions of the previous algorithms are 93.23%, 87.18%,
95.06%, 90.82%, 98.12%, 91.57%, 95.37% respectively. The proposed neutrosophic
IDS gives an accuracy of %99.3608 with a false alarm rate of 0.089. Compared to
IDS in literature, the proposed system gives the highest accuracy with minimal false

alarm rates.

4.2 DESIGNING THE PROPOSED NEUTROSOPHIC IDS

IDS could be figured as an arrangement of if-then rules that depict the potential
intrusions of the network or systems. Finding the ideal arrangement of these rules is
a vital search problem. These algorithms switch the problem in a particular space
into a model by utilizing a chromosome-like data structure and develop the

chromosomes using selection, recombination, and mutation operators.

GA uses a critical solving strategy and gives ideal solution of the problem. GA works
on the Darwinian principle of reproduction. GA uses set of initial individual objects,
which each correlating fitness value into new generation of population. Afterwards,
it applies crossover and mutation function to generate new offsprings. The algorithm
iterates several time to reach the most fit individuals (if-then rules) in the

populations.

The proposed hybrid combines SOFM and GA algorithms to produce the
neutrosophic rules in two phases. The first phase sets the neutrosophic variables by
creating the membership, non-membership and indeterminacy functions for the

neutrosophic subsets of the variables. The implementation for the first stage is done
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by using SOFM from a prior research [15]. The outcome of this stage is passed to
GAs [16] along with the training data to first randomly generate initial population,
thereafter the neutrosophic correlation coefficient is used as a fitness function to pick
out the most fit rules with regard to the training data. Afterwards, the test data is

utilized to check for the precision of the rules created.

4.2.1 Formatting Neutrosophic KDD features using SOFM

As declared in chapter 3, in order to build a neutrosophic IDS, the system should be
based on neutrosophic variables. The regular features in the KDD data set cannot be
used in neutrosophic processing. Hence, reformatting the KDD features into
neutrosophic ones is a preprocessing step in the intrusion detection system. Self-
Organized Feature Maps (SOFM) are unsupervised artificial neural networks that

were used to define the neutrosophic variables [15].

SOFMs capabilities cluster inputs using self-adoption techniques. These capabilities
were utilized in generating neutrosophic functions for the subsets of the variables.
The SOFM are used to define the membership, non-membership and indeterminacy
functions for the KDD data set features. The algorithm for generating the

neutrosophic features definitions is cleared in section 3.1.1.

These definitions are used during the GA search in fitness calculation (the
neutrosophic correlation co-efficient). The procedure of generating the neutrosophic

IDS classification rules is introduced in the next section.
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4.2.2 Creating neutrosophic rules utilizing Genetic Algorithms

The neutrosophic knowledge based system is composed of a set of neutrosophic
rules (Figure 4.1). This procedure is in charge of designing the neutrosophic
conditional rules via applying the processing power of GAs at random initial
population. After that, utilizing the neutrosophic correlation co-efficient as a fitness
function, it picks the most proper performers from the population. At the last stage,
the population becomes the set of neutrosophic rules required for the neutrosophic

inference engine of the IDS.

S1, Sz, Ss, di, MIN;

Rl  (ma(X),04(%),va(X)) (Ma(¥), 64 (X), va(x)) (M), 0,(X), va(x)) (Ma(%), 64 (%), va(x))
Y &
A1 Az Az

d2, MIN;

S1 S S3
R2 (ua(®),6a4(%),va(¥)) Wa (%), 04 (X), va(¥)) (EA(X):GA(X)vVA(X)) (EA(X)'O-A(X):VA(X))
A1 Az As

Figure 4.1. Neutrosophic rules of the knowledge based

An individual represents the possible solution or the possible neutrosophic rule
which is composed of a set of conditional propositions (neutrosophic attributes) and
the consequence decision attribute. Each neutrosophic attribute and the decision

attribute will occupy one gene within the individual.
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To demonstrate the neutrosophic format, each gene will be represented by 4 € S,
(ra (x), 04(X),va(X)) where A is the neutrosophic feature that belongs to the subset
S with degrees of membership py(X), non- membership Vv,(X) and

indeterminacy o4 (x). The GA individual is presented in Figure 4.2.

A €Sy, A; €S, A3 €S,, As €Sy,
(Ma (%), 04 (%), vA(X)) | (MA(X).04(%).va(X)) | (Ma(X), 04(X),VA(X)) (Ma (%), 04 (%), VA (X))

d, €
S3

If (4 €5, 4, €5, 4, €5, 4, €5,) then d, e s,

Figure 4.2: The GA individual neutrosophic rules of a system has 5 feature and a dependent class
Note that A1, A2, A3, AS are the neutrosophic attributes and s2, s3, s2, sl are the
neutrosophic subsets of the attributes. ” is the logical and operator. Moreover, the

previous neutrosophic conditional rule does not rely on A4 as a proposition and

produces d1 as a decision within the neutrosophic subset s3.
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START
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Figure 4.3: Genetic Algorithm Process
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The flow chart for the generating neutrosophic rules procedure is provided in figure
4.3. This procedure is composed of 7 phases with an iterated loop until the

predefined number of iterations is performed.

The first phase generates a collection of random neutrosophic rules according to the

previous format (figure 4.2) which forms the initial population.

The second and third phases are the fitness evaluation and the selection process that
determines the most fit individuals in the pool according to the neutrosophic

correlation coefficient as a fitness function.

The fourth phase is the crossover which produces new offspring from the fit

individuals selected during the selection phase.

The fifth phase is the mutation which switches one of the genes randomly to help

increase the performance but this is accomplished under very rare circumstances.

The sixth and seventh phases recalculate the fitness of the new offspring's and
replace the children in place of their parents. These phases are repeated for a number

of iterations from the third to the seventh.

After completion, the final fit generation will form the set of neutrosophic
conditional rules for the neutrosophic IDS. The GA procedure is straight forward
and mostly used in the same way for most of classification applications. The main
module that differentiate one application from the other is the fitness function

calculation.
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In order to integrate the neutrosophic concepts within the GA, the neutrosophic
correlation co-efficient is used to find the rules with the highest dependency between
the neutrosophic conditional features and the decision attribute. The co-efficient

equations are illustrated in the next section.

4.3 Fitness function

The neutrosophic correlation coefficient is used to measure the fit rules. The
neutrosophic correlation coefficient measures the degree of relation between
propositions and the decision attribute. The generated neutrosophic rules that
maximizes this correlation will be the most fit rules in the population and will be
selected and passed to the next generation during the GA process. Some operations
on neutrosophic sets introduced and studied by Salama et al in 2012 [14]. For S and
Y are two neutrosophic sets in a finite space x={x1, x2,............ , xn } , the

correlation of neutrosophic sets S and Y is defined as follows:
C(SY)= Z?zll(us(xi)- py(xp) + 05(X;). oy(X;) + vs(xy). vy (x))| (Eq.1)

and the correlation coefficient of S and Y given by

c(sy)

n

where T (S) = Z

vZy(x))|; IR(S, V) <1

L0800 + 0% VO] T =D [P0+ 0By +
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‘S’ refers to the conditional propositions in a neutrosophic if-then rule like

(4

srv_serror rate type, the Srv_serror rate type, and the flag [15] where ‘Y’ refers to

the class attributes like there is an attack or not.

4.4 EXPERMINTAL RESULTS

The proposed hybrid aims to identify the attacks that take place in the network to
classify them correctly and increase the detection rate of attacks, figure 4.4 indicate

the whole system. The hybrid consists of a preprocessing step and two major phases.

The preprocessing step utilizes the Waikato Environment for Knowledge Analysis
(WEKA) [69] data mining tool to get the most important attributes from the KDD-
99 data set.

The first phase is the neutrosophic variables definition which converts the normal
data into neutrosophic variables utilizing the Self Organized features maps (SOFM)
[15] declared in chapter 3. The neutrosophic definition of the variables along with

the training KDD-99 data are fed into the classification process.

The second phase is the neutrosophic IDS building. The proposed system utilizes the
evolutionary capabilities of The Genetic Algorithms (GA) to find the appropriate

classification (if-then) rules.
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KDD Data
set

Reducing the data set ]—> Test Data

y

[ Trained Data

Converting regular data to
Neutrosophic values

_—

SOFM Process —< y

Generating,
(na(x), 04(%),v4(x)) for each

~— feature

'

Build IF-THEN Rules
mentioned in fig.1

y

Generating most fit rules using

~— —— \ J \ J —

GA algorithm

Eq.2
y
s N
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(Test file)

N ¢ J
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according to efficiency degree

- J

Figure 4.4: A frame work design for the whole system
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Simulation of the proposed system is implemented by C# figure 4.5 environment on
Dell Inspiron 15.6" Laptop - Intel Core 15, Memory (RAM): 8.00 GB, System type:

64-bit operating system and Windows edition: windows 10.

ﬂ Neutrosophic.GA - Microsoft Visual Studio YH &  QuickLaunch (Ctr+Q Pla & x
File Edit View Project Build Debug Team Tools Architecture Test Analyze Window Help signin [
[@-2 - & -| Debug ~| AnyCPU S hsee| A LE =R

Ll genetics.cs = ~ | Solution Explorer - o x
a8 " "
b ﬂNzu‘trnsnphmﬁA +| %% GA.genetics ~|@ pop - dlo-5¢2m ‘ o g
18 T z
9 public individual[] pop; ] Search Solution Explorer (Ctrl= P~
2 pelblic statlc ant c Mog 1 57 Solution ‘Neutrosophic.GA' (1 project)
public static int c_s_No; 4 [ Neutrosophic.GA
22 feature[] features; e ““’“"
23 public int npop; ¥ Properties
24 public double[,] data; b =B References
25 int[] s_no; b e festurecs
public static int f_Noj//lchrom b [E Forml.cs
27 puhlic static int H; b i genetics.cs
28 public static int f_s_lo; B o0 indvichiahos
i b & IRendomGenerator.cs
e public genetics() b MersenneTuwister.cs
o b o NomalRandomGenerator.cs
32 npop = 58; P Program.cs
e Box. Show(“enter features file"); b UniformRandomGenerator.cs

= read_f_subsets();
«.Show("enter data file");
36 OpenFileDialog = new OpenFileialog();
f.Showdialog();
s_no = read_s_no(f.FileName, f_No);
3 data = read_data(f.FileName);
40 pop = initialize pop(npop, f_Ne); Eo s
4 int iterations = 5;

for (int i = @; i < iterations; i++)

Properties v X

//the selection process

pop = new_selected_generation(H,f No, pop, npop, data,features);
//the crossover process
pop = crossover( pop, npop , f_No);

9 //the mutation process

50 pop = mutation(pop, npop,f_Mo,c_No,c_s No,s no);

Ln1 Col 1 Ch1 INS 4 Publish

Figure 4.5. The proposed system is implemented by C#.

The original data set is composed of 42 attributes; hence a reduction preprocessing
step is required. The preprocess stage is implemented using (WEKA) [69] figure 4.6.
The reduction algorithm used is the Attribute Evaluator ‘FuzzyRoughSubsetEval’
and search method ‘HillClimberWithClassifier’. After the reduction process, KDD-
99 data file contain 25 features and 1721 instance as in figure 4.7 which red color

abnormal (attacks) and the blue is normal.

-73 -



Chapter 4: Proposes a MANETS attack inference by a hybrid framework of Self
Organized Features Maps (SOFM) and the Genetic Algorithms (GA)

b Weka Explorer

Preprocess | Classify | Cluster | Associate | Select attributes | visualize:
Attrbute Evaluator
\ Choose HFuzzyRuughSuhselEval -2 wekafuzzy measure. WeakGamma -1 weka, Fuzzy. implicator. Implicatorl ukasiewicz -T weka Fuzzy.tnarm. Thormlukasiewicz - "weka.Fuzzy. similrity Similarity3 -R first-last -T weka.fuzzy.tnorm, Tharm kasiewicz rcq = B
Search Method -
\ Choose HHiIIE' jithClassifier -T -1,7976931348623157E308 -N -1 -4 1,0 -G weka,classifiers. azy. ok - -k L W D -A "weka, care.neighboursearch.Line arhSearch -4 | 'weka.core EuclideanDistance -R first-last|™ \
Attrbute Selection Mode Attrbute selection output
(®) Use ful training set e A PR T A Al 4
) Cross-validation ~ Folds
- Evaluator:  weka.attributeSelection. 1 -Z weka. fuzzy.measure -1 weka.fuzzy.irplicater.Trplicatoriukasiewicz ~T weke
Search: weka.attributeSelection. HillClinberRithClassifier ~T -1.7976931348623157E308 N -1 -A 1.0 -G weka.classifiers.lazy.IBk —- -K 1 - (

Relation:  KDDIrain-weka.filters.unsupervised.attribute.Rerave-V-R1-6,10,23-27,29-39, 41-42 oy
b Instances: 1721 —

Attributes: 25
duration

Resut list right-click for options) protocol_type
fi service

flag it
src_bytes
dst_bytes
hot

count
srv_count
serror_rate 2
srv_serror_rate
rerror_rate
same_srv_rate

diff srv_rate
srv_diff host rate
dst_host_count. o
dst_host_srv_count S
dst_host_same_srv_rate

v
< >

< ]

Stas ez d

Evaluating on training data... =

a
R Weka Explorer
Preprocess | Ciassfy | Custer | Assoaate | Select atiributes | visualize ¢
Attribute Evaluator ol
Choose {. al -2 weka. i I weka. fuzzy. implicator Imphcatorukasiewicz -T weka, fuzzy.tnorm. THormLukasiewsicz -R "weka.fuzzy  similarky.Similarity3 -R First-last -T weka.fuzzy.tnom, THomLukasiewicz -ct* -0
Search Method e
Choose irIE lassifier -T -1. <N -1-8 1.0 G weka classifiers.lazy 18K - -K 1 -W 0 -A "wek: i -A \'weka, core, <R first-last\"™ ‘
Attribute Selection Mode Attribute selection output
S A === Attribute Selection on all input data === ol || LK
O Crossvaldaion ~ Foids [10
sead [1 Search Method:
Hill Climber (forwards).
Start set: no attributes udkl
L] | Merit of best subset found: 1
Start St
‘ | = {2) => 0.25765575663668067
Resuit st (right-cick for options) {2, 3) => 0.5473003763641456
PR e Lot | (2, 3, 6} => 0.8365106435834609
12, 3, 6, 17) => 0.9568360411384161 o e
12, 3, 6 12, 17} => 0.974982124775921
12, 3, 6, 12, 17, 19} => 0.9869466320248913
{2, 3, 6, 12, 17, 19, 20} => 0.9918253864628832
{2, 3, 6, 12, 17, 18, 19, 20} => 0.99452047991476
12, 3, 6 12, 16, 17, 18, 19, 20} => 0.9968852478356484
{2, 3, 5, 6 12, 16, 17, 18, 13, 20 => 0,9987994063439677 o
{2, 3, & S5, § 12, 16, 17, 18, 19, 20} => 0,9995547342278263 A
12, 3, & 5, § 12, 15, 16, 17, 18, 19, 20} => 0.9998408668590464
{2, 3, & 5, € 8 12, 15, 16, 17, 18, 19, 20] => 0.9999385496940645
12,3, & 5, 6 7, 8 12, 15, 16, 17, 18, 19, 20} => 1.0
Artribute Subset Evaluator (supervised, Class (nomimal): 25 class): T
Fuzzy rough feature selaction o
< >
6 2 ﬁ

Figure 4.6. A reduction preprocessing step using WEKA.
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Figure 4.7: 25 features red color abnormal (attacks) and the blue is normal.

Through the neutrosophic variable definition phase, The SOFM is applied to the
KDD-99 data set to define the MEMEBERSHIP, INDETERMINACY and
NONMEMEBERSHIP functions. The technique used for neutrosophic variables

definition is illustrated in our previous work in [15] declared also in chapter 3. Figure

3.10 in chapter 3 shows the result of the neutrosophic features definition phase.
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During the second phase, The IDS classification pattern which detects threats in the
MANET network is implemented by an artificial intelligent algorithm (GA). Each
feature from the KDD-99 data set will have three different definitions for
MEMEBERSHIP, INDETERMINACY and NONMEMEBERSHIP assumption for

the variable values.

These features along with a random sub set of KDD-99 (training data) are passed to
GA program to build the set of if-then rules which represent the neutrosophic IDS.
The generated output file contains the most fit rules according the steps in GA
pseudo code. The fitness function of the GA is the neutrosophic correlation

coefficient which is calculated according to Eq. 2.

The GA program simulation is implemented in 3 dimensions “MEMEBERSHIP,
INDETERMINACY and NONMEMEBERSHIP” compared with other techniques
or algorithms used only two dimension “MEMEBERSHIP and
NONMEMEBERSHIP”. The genetic algorithm parameters like cross over rate,
mutation rate, number of population and number of iterations are assigned to the

values illustrated in table 2.

Table 2: GA parameters in experiments

Cross over rate 0.6
mutation rate 0.90
number of population 500
number of 1terations 50
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At the end of the GA iterations, the final file will contain the most fit (if-then) rules.
Each one will have MEMBERSHIP, INDETERMENANCY AND
NONMEMEBERSHIP values for each feature. These rules will be the inference

engine for the neutrosophic IDS.

The inference methodology used mimics the (min-max) mamdani inference
methodology [70]. The output rules file generated have the most appropriate
neutrosophic rules which indicate whether a given instance is a Normal connection
or an attack. On applying a new instances (network data) to the system, the program
select the MIN (pa(X),04(X),va(Xx)) value from all features in each rule in
assumption that all feature are interconnected by 'AND' gate. Also, assuming that all
rules are connected by 'OR' gate, the program select the rule with MAX
(ra (x), 04 (%), va (X)) value to be the matched one. Then, the result of that matched
rule will be compared to the actual KDD-99 data set to calculate the number of

accurate instances percentage and the false rate percentage.

During experiments, the KDD99 data set is divided randomly into two equal data
sets (training and testing). The neutrosophic IDS is built using the training data set,

then its accuracy is measured by the new instances in the test data set.

The neutrosophic IDS reached an average accuracy 99.3608% which indicates that
the proposed technique is more accurate than the previous algorithms used in this
area [71, 72 and 73], this appears in the table 3, the figures 4.8 and 4.9 below. The

results shown below in Table 3 represents the accuracy, sensitivity and specificity
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values for the proposed neutrosophic genetic algorithm against C4.5, SVM, C4.5
+ACO, SVM + ACO, EDADT , SVM + PSO and C4.5 + PSO algorithms [68].

In light of values got, the precision of C4.5 is 93.23%, the precision of SVM is
87.18%, the precision of C4.5 + ACO is 95.06%, the precision of SVM + ACO is
90.82%, the precision of C4.5 + PSO is 95.37%, the precision of SVM + PSO is
91.57% and the accuracy of Improved EDADT is 98.12%.

It is obvious that the neutrosophic IDS generated by GA takes highest precision
percentage when compared to all seven classification based algorithms. Figure 4.8
indicate the corresponding chart for the result obtained in Table 3. Figure 4.9 shows
the performance of existing and proposed neutrosophic Intrusion Detection system
(IDs) algorithm based on false alarm rate (FAR). Thus the proposed neutrosophic
Intrusion Detection System (IDS) Algorithm effectively detects attack with less false

alarm rate.

Table3: Performance of proposed neutrosophic genetic algorithm vs. existing algorithms

Algorithms Accuracy (%) FAR (%)
C4.5 93.23 1.65
SVM 87.18 3.2
C4.5+ACO 95.06 0.87
SVM+ACO 90.82 242
C4.5+PSO 95.37 0.72
SVM-+PSO 91.57 1.94
EDADT 98.12 0.18
proposed neutrosophic genetic algorithm 99.3608 0.089
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Figure 4.8: Results of neutrosophic genetic algorithm vs. existing algorithms
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Figure 4.9. False alarm rate of proposed neutrosophic genetic algorithm vs. existing algorithms.
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4.5 A Comparative study

Recently, Sen and Clark [74] have introduced a survey regarding existing intrusion
detection approaches for MANETSs. Traditional anomaly-based IDSs use predefined
“normality’” models to discover anomalies within the network. This approach

simply cannot be deployed in MANETS for the following reasons:

o The flexibility of MANET nodes, makes building a definition of ‘‘normal’” and
““malicious’’ behaviour very hard and challenging.

e The mobility of nodes leads to changes of the network topology, increasing the
complexity of the detection method.

e Since the MANET nodes haven't any fixed location, there's no central
management and/or monitoring point wherever an IDS might be placed. This
means that the detection method could also be distributed into many nodes, as

well as the collection and analysis of data.

Consequently, IDS are categorized into cooperative or independent (non-

collaborative) [74].

Independent IDs consist of IDs agents settled in the nodes of the network and be
accountable for observing all nodes inside the network and sending alarms whenever

they detect any suspect activity. This design has a number of drawbacks such as:

e Determining the place of the IDs agents, since nodes are moveable, and several

domains of the network might not be monitored (for example, if the node
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hosting an IDs agent of one domain moves to another, the first remains
uncovered).

e Some resources such as bandwidth, central processing unit and/or power are
scarce in these environments. Therefore, nodes hosting the IDs agents ought to
be those having more resources and moreover, a bigger transmission vary.
Maximizing the detection rate subject to resource limitation is
a nondeterministic polynomial time (NP) complete problem and a few

algorithms are planned to approximate the solution [75].

Several IDs architectures have been proposed to be used in mobile networks. The

most updated IDs in the last three years ago are summarized.

First, Md Nasir Sulaiman, in 2015 [66] proposed a new classifier to enhance the
abnormal attacks detection rate based on support vector machine (SVM) and genetic
programming (GP). Depending on the experimental results, GPSVM classifier is
controlled to earn higher detection rate on the scarce abnormal attacks, without vital
reduction on the general accuracy. This could be because that, GPSVM optimization
mission confirms the accuracy balancing between classes without reducing the

generalization property of SVM. GPSVM has an average accuracy of 88.51%.

Second, Shankar Sriram V S in 2017 [76] presented an adaptive, and a strong IDs
technique using Hypergraph based Genetic algorithm (HG - GA) for parameter
setting and feature selection in Support Vector Machine (SVM). Hyper — clique
property of hypergraph was exploited for the generation of initial population to

fasten the search for the optimum answer and to stop the trap at the local minima.
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HG-GA uses a weighted objective function to keep up the trade-off between
increasing the detection rate and minimizing the false alarm rate, in conjunction with
the optimum range of features. The performance of HG-GA SVM was evaluated
using NSL-KDD intrusion dataset under two situations (i) All features and (i1)
informative features obtained from HG — GA, with the Accuracy rate is 97.14% and

the false rate 1s 0.83%.

Third, Muder Almi'ani in 2018 [77] designed an intelligent IDs using clustered
version of Self-Organized Map (SOM) network. The planned system consists of two
subsequent stages. SOM network was designed, then a hierarchical agglomerative
clustering using k-means was applied on SOM neurons. The proposed work in this
research addressed the issues of sensitivity and time consumption for every
connection record process. The proposed system was demonstrated using NSL-KDD
benchmark dataset, wherever it's achieved superior sensitivity reached up to 96.66%

you uninterested in less than 0.08% milliseconds per connection record.

The researches in 2017 and 2018 [15 and 16] tend to plan a novel approach for
classifying MANETS attacks with a neutrosophic intelligent system based on genetic
algorithm. Neutrosophic system could be a discipline that produces a mathematical
formulation for the indeterminacy found in such complex situations. Neutrosophic
rules are computed with symbols rather than numeric values creating a good base
for symbolic reasoning. These symbols ought to be carefully designed as they form

the propositions base for the neutrosophic rules (NR) in the IDs. Every attack is set
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by MEM, NON_ MEM and I degrees in neutrosophic system. The research proposed
a MANET:s attack inference by a hybrid framework of Self Organized features Maps
(SOFM) and the Genetic Algorithms (GA). The hybrid uses the unsupervised
learning capabilities of the SOFM to reformat the MANETSs neutrosophic

conditional variables.

The neutrosophic variables along with the training information set are fed into the
GA to find the most match neutrosophic rule set from a number of initial sub attacks
according to the neutrosophic correlation coefficient as a fitness function. This

technique is designed to discover unknown attacks in MANETS.

The simulation and experimental results are conducted on the KDD-99 network
attacks data available in the UCI machine-learning repository for further process in
knowledge discovery. The experiments cleared the feasibility of the proposed hybrid
by an average accuracy of 99.3608 and false rate is 0.089.

It is clear that the neutrosophic IDs generated by GA takes highest precision
percentage in comparison to all three classification based algorithms. Figure 4.10
refered to the corresponding chart for the result obtained in Table 4. Figure 4.11
shows the performance of existing and proposed neutrosophic IDs algorithm based
on false alarm rate (FAR). Therefore our proposed neutrosophic IDs Algorithm [15

and 16] effectively detects attack with less false alarm rate.
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Table 4: Performance of Neutrosophic genetic algorithm vs. other existing algorithms

System name Accuracy% | false rate%
GPSVM 88.51 0.76
HG-GA SVM 97.14 0.83
Clustered SOM 96.66 0.08
neutrosophic intelligent system based on genetic 99.3608 0.089
algorithm

ACCURACY BASED ON ATTACK %

102
100
98 97.14 96.66
9%
94
92
90 88.51

88
86 '
84
82

99.3608

GPSVM HG-GA SVM Clustered SOM neutrosophic
intelligent system
based on genetic

algorithm

Figure 4.10: Results of neutrosophic genetic algorithm vs. existing algorithms
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Figure 4.11. False alarm rate of proposed neutrosophic genetic algorithm vs. existing algorithms.
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4.6 Chapter Summary

This chapter is concerned by the process of designing and building a neutrosophic
IDS basing on the neutrosophic KDD network data set features converted in the
chapter 3. The neutrosophic IDS is implemented via the searching capabilities of the
GA. The process takes as an input the neutrosophic definitions of the network
features along with the training data set. The GA generates an initial set of
neutrosophic if-then rules and begins to match the rule set to the training data. The
most fit rules are chosen upon the neutrosophic correlation coefficient. The GA
continue throw the iterations applying the crossover, mutation and selection
processes. At the end of the iterations, the final generation of the neutrosophic if-
then rules will be the core of the neutrosophic IDS. The experiments show the
proposed system accuracy level and false alarm rates using the test data set. The next

chapter will present the conclusion and future work of the proposed thesis.
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5.1 Conclusions

In this chapter the analysis for the studies achieved during this research is provided

as well as the conclusions from the experimental results and future work.

In this research the MANET is introduced as one of the vital kind of networks
because of its several advantages including the disappearance of the regular settled

infrastructure and the depressed cost requirements to work in such networks.

The nature of the Mobile Adhoc Networks (MANETS) puts it under attacks from
inside and outside the network. Thus, it desperately requires security plans and

techniques to remain against these attacks.

The security has two mechanisms, first prevent mechanism like cryptography and
hash function, second reactive mechanism like intrusion detection system. Such
systems work in an environment are permanently changing and are full of
indeterminacy and uncertainty. Hence, the traditional techniques for finding
the network attacks are not suitable. Neutrosophic theory handles every data object
from three points of view which are the truth, falsity and indeterminacy degrees. The
thesis merges the neutrosophic concepts within the classification if-then rules to
produce a neutrosophic IDS which is responsible for recognizing attacks in the
MANET network data. In building the neutrosophic classification model, the system

depends mainly on neutrosophic variables to detect threats in MANETS.
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The KDD'99 network data found on the UCI machine learning repository are
numeric and traditional sets. Therefore, a mechanism for reformatting the traditional
feature into neutrosophic one is required. The reformatting process is simply
determining the MEMBERSHIP, NONMEMBERSHIP AND INDTERMINACY

functions of each neutrosophic set defined over the network data feature.

This is the responsibility of the preprocessing phase of the neutrosophic knowledge
discovery system. Self-Organized Feature Maps (SOFM) are unsupervised artificial
neural networks that were used to build fuzzy MEMEBERSHIP function basing on
the clustering capability of the algorithm and the some few predetermined data from
experts in the field. Hence they could be utilized to define the neutrosophic variable
MEMBERSHIP and NONMEMBERSHIP functions. Afterwards, the
INDTERMINACY functions could be calculated basing on the neutrosophic set

definitions.

The experimental results showed the KDD'99 data set features in the neutrosophic
format (i.e. the MEMBERSHIP, NONMEMBERSHIP AND INDTERMINACY
function are calculated and plotted). Having the neutrosophic format for the KDD'99
data set is the first step toward building a classification model for MANET attacks.

The neutrosophic IDS is implemented via the searching capabilities of the GA. The
process takes as an input the neutrosophic definitions of the network features along
with the training data set. The GA generates an initial set of neutrosophic if-then

rules and begins to match the rule set to the training data.
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The most fit rules are chosen upon the neutrosophic correlation coefficient. The GA
continue throw the iterations applying the crossover, mutation and selection
processes. At the end of the iterations, the final generation of the neutrosophic if-

then rules will be the core of the neutrosophic IDS.

This thesis indicates the integration of neutrosophic correlation coefficient into the
genetic algorithm for upgrading an effective intrusion detection system. The
proposed hybrid can increase the detection rate and reduce the false alarm rate in
MANETs networks. The novelty in the proposed technique that used three
dimension (MEMBERSHIP- INDETERMENANCY - NONMEMEBRSHIP) all
pervious  technique used only two  dimension (MEMBERSHIP-
NONMEMEBRSHIP).

Experimental results prove that the proposed algorithm solves and detects the attacks
in an effective manner compared with other existing works. Therefore, it will pave
the way for an effective means for intrusion detection with better accuracy and

reduced false alarm rate within uncertain and indeterminate environments.
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5.2 Future work

Envision the following situations:

e A remote work of rooftop-mounted ad hoc routers;

¢ An ad hoc network of autos for moment activity and other data;

e sensors and robots shaping a sight and sound system that permits remote
perception and control;

e Various airborne switches (from little robots to airships) consequently giving

availability and capacity where required (e.g., at a football game);

e An adhoc system of rocket around and in travel between the Earth and Mars.

All thesis imagination scenarios, requires to be secure and more confidential and
trusted. Based on the work accomplished in this thesis, future work can be

undertaken in the following directions:

e Applying the proposed technique over various kinds of networks other than
Mobile Adhoc Networks.
e The performance of the system can be utilized in increasing the security of the

system and predicting the intruders in MANETSs networks by enhancing issues

-90 -



Chapter 5 ... Conclusions & Future work

such as lack of resource consumption information to achieve an automatic
Intrusion Detection System.

e Integrating the system using the two techniques of the prevention and
detection methods will give more security for the network.

e Defining then applying the credibility measures for both of the neutrosophic
variables and the neutrosophic classification rules would be a good point for

research that produces a credible neutrosophic IDS.
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