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Neutrosophy studies the origin, nature, scope of neutralities, and their interactions with

different ideational spectra. It is a new philosophy to extend the fuzzy logic and is the

basis of neutrosophic logic, neutrosophic probability, neutrosophic set, and neutro-

sophic statistics.

Image segmentation is a key step for image processing, pattern recognition,

computer vision. Many existing methods for image description, classification, and

recognition highly depend on the segmentation results.

In this paper, neutrosophy is applied to image processing by defining a neutrosophic

domain, which is described by three subsets T, I, and F. Then we employ watershed

algorithm to perform segmentation of the image in the neutrosophic domain. The

experiments show that the proposed method can get better results comparing with that

obtained by the existing methods.

& 2009 Elsevier B.V. All rights reserved.
1. Introduction

Neutrosophy is a branch of philosophy [1], which
includes four fields: philosophy, logics, set theory, and
probability/statistics. It can solve some problems that
cannot be solved by the fuzzy logic [2,3]. For example, two
persons review a paper; both grade the paper as 80%
acceptable. But the two reviewers may have different
level of the background knowledge. One is an expert, and
the other may be a fresh researcher in this field. The same
acceptable percentage of these two reviewers should not
have the same impact on the final consideration of the
paper. There exist a lot of problems with indeterminacy
such as weather forecast, presidential election, sport
games, etc. Fuzzy logic cannot handle the indeterminate
conditions well [4]. Neutrosophy introduces /Neut-AS to
represent the indeterminacy.
ll rights reserved.

. Cheng).
Image segmentation is one of the most critical tasks of
image analysis [5]. The segmentation results will affect
the subsequent process of the image analysis and under-
standing, such as object representation and description,
feature measurement, object classification, scene inter-
pretation, etc. Image segmentation is a process of
partitioning an image into multiple regions. It is typically
used to locate objects and boundaries (lines, curves, etc.).
The goal of segmentation is to make the representation of
an image more meaningful and easier to analyze [6]. The
popular approaches for image segmentation are histo-
gram-based methods, edge-based methods, region-based
methods, model based methods, and watershed methods
[7–10]. Table 1 is the comparison of these methods. In this
paper, we will propose a novel segmentation algorithm
based on watershed method.

The original idea of watershed came from geography [11].
It is a powerful and popular image segmentation method
[11–15] and can potentially provide more accurate segmen-
tation with low computation cost [16]. The watershed
algorithm splits an image into areas based on the topology
of the image. The value of the gradients is interpreted as the

www.elsevier.com/locate/sigpro
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Table 1
Comparison of segmentation methods.

Method Description Advantage Disadvantage

Histogram-

based

Find peaks and valleys in the histogram of the image

and locate the clusters in the image

Fast and simple Difficult to identify

significant peaks and valleys

Edge-

based

Find region boundaries Fast and well-developed Edges are often

disconnected

Region-

based

Use seeded region growing method Resulting regions are connected The choice of seeds is

important and critical

Model-

based

Find the interested regions by using geometry Find a certain shape regions The regions need to fit

certain model

Watershed Considers image as topographic surface No seed is needed. Resulting regions are

connected. Can find optimal boundaries

Sensitive to noise and

inhomogeneity

Fig. 1. Watershed concept: (a) two dark blobs and (b) 3D view of the

watershed image of (a).
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elevation information. After successively flooding the grey
value, the watersheds with adjacent catchment basins are
constructed. Fig. 1(a) is an image with two dark blobs
synthetically generated by Matlab, and Fig. 1(b) is the 3D
watershed image obtained by applying the watershed
method on Fig. 1(a). Because the watershed methods work
better on uniform images, our approach mainly deals with
uniform image with blurry edges. However, our watershed
method can also work better on non-uniformed images than
other watershed methods.

In this paper, an image is mapped to neutrosophic
domain. Then the neutrosophic logic is applied to convert
the image into a binary image. Finally, the watershed
algorithm is used to segment the converted image. We
compare our proposed approach with the pixel-based
method (embedded confidence), edge-based method
(Sobel), region-based method (mean-shift), and two
watershed methods (watershed in Matlab and toboggan-
based [17]) in the experiments.
2. Neutrosophic set

Neutrosophic set is a generalization of the intuitionistic
set [18], fuzzy set [4], paraconsistent set [19], dialetheist set
[20], paradoxist set [1], and tautological set [1].

/AS is an event or entity, /Non-AS is not /AS, and
/Anti-AS is the opposite of /AS. Also /Neut-AS is defined
as neither /AS nor /Anti-AS. For example, if /AS=white,
then /Anti-AS=black. /Non-AS=blue, yellow, red, black, etc.
(any color except white). /Neut-AS=blue, yellow, red, etc.
(any color except white and black).
Define T, I, and F as neutrosophic components to represent
/AS, /Neut-AS, and /Anti-AS. Let T, I and F be standard or
non-standard real subsets of ��0;1þ½ with sup T ¼ t_sup,
inf T ¼ t_inf , sup I ¼ i_sup, inf I ¼ i_inf , sup F ¼ f _sup,
inf F ¼ f _inf , and n_sup ¼ t_supþ i_supþ f _sup, n_inf ¼

t_inf þ i_inf þ f _inf [21]. T, I, and F are not necessarily
intervals, but may be any real sub-unitary subsets. T, I, and F

are set-valued vector functions or operations depending on
known or unknown parameters and may be continuous or
discrete. They may overlap or be converted from one to the
other [1]. An element AðT; I; FÞ belongs to the set in the
following way: it is t true ðt 2 TÞ, i indeterminate ði 2 IÞ, and f

false ðf 2 FÞ, where t, i, and f are real numbers in the sets T, I,
and F.

In this paper, an image is transferred to the neutro-
sophic domain. A pixel in the neutrosophic domain can be
represented as PfT; I; Fg, which means the pixel is t% true,
i% indeterminate and f% false, where t varies in T, i varies
in I, and f varies in F, respectively. In classical set: i=0, t

and f are either 0 or 100. In fuzzy set: i=0, 0rt, fr100. In
neutrosophic set: 0rt; i; fr100.

3. Proposed method

Watershed image segmentation is good for handling
uniformed background and objects with blurry edges. In
this paper, objects are T and background is F. The blurry
edges are gradually changed from objects to background,
and there are no clear boundaries between the objects and
edges or between the background and edges. The blurry
boundaries are defined in I.

3.1. Map image and decide fT; Fg

Given an image A, Pðx; yÞ is a pixel in the image, and ðx; yÞ
is the position of this pixel. A 20�20 mean filter is applied
to A for removing noise and making the image uniform.
Then the image is converted by using the S-function:

Tðx; yÞ ¼ Sðgxy; a; b; cÞ

¼

0 0rgxyra

ðgxy � aÞ2

ðb� aÞðc � aÞ
argxyrb

1�
ðgxy � cÞ2

ðc � bÞðc � aÞ
brgxyrc

1 gxyZc

8>>>>>>>>><
>>>>>>>>>:

ð1Þ
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Fðx; yÞ ¼ 1� Tðx; yÞ ð2Þ

where gxy is the intensity value of pixel Pði; jÞ. Variables a, b,
and c are the parameters that determine the shape of the
S-function as shown in Fig. 2.

Values of parameters a, b, and c can be calculated by using
simulated annealing method [22]. However, simulated
annealing algorithm is quite time consuming. We will use
another histogram based method to calculate a, b, and c [23].

Fig. 2. S-Function.
(1)
 Calculate the histogram of the image.

(2)
 Find the local maxima of the histogram:

Hismaxðg1Þ;Hismaxðg2Þ; . . . ;HismaxðgnÞ: Calculate the
mean of local maxima:

HismaxðgÞ ¼

Pn
i¼1 HismaxðgiÞ

n
ð3Þ

Find the peaks greater than HismaxðgÞ, let the first peak
(3)

be gmin and the last peak be gmax.
(4)
 Define low limit B1 and high limit B2:

XB1

i¼gmin

HisðiÞ ¼ f1

Xgmax

i¼B2

HisðiÞ ¼ f1 ð4Þ

where the information loss is allowed in the range
½gmin;B1� and ½B2; gmax�, which is f1 (f1 ¼ 0:01 in the
experiments).
(5)
 Determine a and c:

a ¼ ð1� f2Þðg1 � gminÞ þ gminif ða4B1Þ then a ¼ B1 ð5Þ

c ¼ f2ðgmax � gnÞ þ gnif ðc4B2Þ then c ¼ B2 ð6Þ

where f2 ¼ 0:01, and B1 and B2 are used to avoid
important information loss. The intensity oB1 is
considered as background and the intensity 4B2 is
considered as noise.
(6)
 Calculate parameter b by using the maximum entropy
principal [24]:

HðXÞ ¼
1

M � N

XM
i¼1

XN

j¼1

SnðTðx; yÞÞ ð7Þ
where Snð Þ is a Shannon function which is defined as

SnðTðx; yÞÞ ¼ �Tðx; yÞ log2 Tðx; yÞ
� ð1� Tðx; yÞÞ log2ð1� Tðx; yÞÞx
¼ 1;2; . . . ;M; y ¼ 1;2; . . . ;N ð8Þ
Maximum entropy principle: the greater the entropy is,
the more information the system includes [9,25,26]. To
find the optimal b by trying every b 2 ½aþ 1; c � 1�. The
optimal b will result the largest H(X):

HmaxðX; a; bopt ; cÞ ¼maxfH½X; a; b; c�jgminraobocrgmaxg

ð9Þ

After a, b, and c are determined, the image can be mapped
from the intensity domain gxy to the new domain T(x, y).
Fig. 3(b) is the result of Fig. 3(a) after mapping.

3.2. Enhancement

Use intensification transformation to enhance the
image in the new domain [5]:

EðTðx; yÞÞ ¼ 2T2ðx; yÞ 0rTðx; yÞr0:5

EðTðx; yÞÞ ¼ 1� 2ð1� Tðx; yÞÞ2 0:5oTðx; yÞr1
ð10Þ

Fig. 3(c) is the result after enhancement.

3.3. Find the thresholds in T and F

Two thresholds are needed to separate the new
domains T and F. A heuristic approach is used to find
the thresholds [5] in T and F.
(1)
 Select an initial threshold t0 in T.

(2)
 Separate T by using t0, and produces two new groups

of pixels: T1 and T2, m1 and m2 are the mean values of
these two parts.
(3)
 Compute the new threshold value: t1 ¼ m1 þ m2=2.

(4)
 Repeat steps 2 through 4 until the difference of tn �

tn�1 is smaller than e (e=0.0001 in the experiments) in
the two successive iterations. Then a threshold tt is
calculated. Fig. 3(d) is the binary image generated by
using tt.
Applying the above steps in F domain, a threshold tf can be
calculated. Fig. 3(e) is the result image by using tf.

3.4. Define homogeneity in intensity domain and decide {I}

Homogeneity is related to the local information, and
plays an important role in image segmentation. We define
homogeneity by using the standard deviation and dis-
continuity of the intensity. Standard deviation describes
the contrast within a local region, while discontinuity
represents the changes in gray levels. Objects and back-
ground are more uniform, and blurry edges are gradually
changing from objects to background. The homogeneity
value of objects and background is larger than that of the
edges.
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Fig. 3. (a) Cloud image. (b) Result after applying the S-function. (c) Result after enhancement. (d) Image by applying threshold tt. (e) Image by applying

threshold tf. (f) Homogeneity image in domain I. (g) Binary image based on fT; I; Fg. (h) Final result after applying the proposed watershed method.
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A size d�d window centered at ðx; yÞ is used for
computing the standard deviation of pixel Pði; jÞ:

sdðx; yÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPxþðd�1Þ=2
p¼x�ðd�1Þ=2

Pyþðd�1Þ=2
q¼y�ðd�1Þ=2ðgpq � mxyÞ

2

d2

s
ð11Þ

where mxy is the mean of the intensity values within the
window.

mxy ¼

Pxþðd�1Þ=2
p¼x�ðd�1Þ=2

Pyþðd�1Þ=2
q¼y�ðd�1Þ=2 gpq

d2

The discontinuity of pixel Pði; jÞ is described by the edge
value. We use Sobel operator to calculate the disconti-
nuity.

egðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þ G2
y

q
ð12Þ

where Gx and Gy are the horizontal and vertical derivative
approximations.

Normalize the standard deviation and discontinuity,
and define the homogeneity as

Hðx; yÞ ¼ 1�
sdðx; yÞ

sdmax
�

egðx; yÞ

egmax
ð13Þ

where sdmax ¼maxfsdðx; yÞg, and egmax ¼maxfegðx; yÞg.
The indeterminate Iðx; yÞ is represented as

Iðx; yÞ ¼ 1� Hðx; yÞ ð14Þ

Fig. 3(f) is the homogeneity image in domain I. The
value of Iðx; yÞ has a range of [0,1]. The more uniform the
region surrounding a pixel is, the smaller the indetermi-
nate value of the pixel is. The window size should be quite
big to include enough local information, but has to be less
than the distance between two objects. We choose d=7 in
our experiments.
3.5. Convert the image to a binary image based on fT; I; Fg

In this step, we first divide the given image into three
parts: objects (O), edges (E), and background (B). Tðx; yÞ

represents the degree of being an object pixel, Iðx; yÞ is the
degree of being an edge pixel, and Fðx; yÞ is the degree of
being a background pixel for pixel Pðx; yÞ, respectively. The
three parts are defined as follows:

Oðx; yÞ ¼
true Tðx; yÞZtt ; Iðx; yÞol
false others

�

Eðx; yÞ ¼
true Tðx; yÞott3Fðx; yÞotf ; Iðx; yÞZl
false others

�

Bðx; yÞ ¼
true Fðx; yÞZtf ; Iðx; yÞol
false others

�
ð15Þ

where tt and tf are the thresholds computed in step 3, and
l ¼ 0:01.

After O, E, and B are determined, the image is mapped
into binary image for further processing. We map the
objects and background to 0 and map the edges to 1 in the
binary image. The mapping function is as following. See
Fig. 3(g),

Binaryðx; yÞ ¼
0 Oðx; yÞ3Bðx; yÞ3Eðx; yÞ ¼ true

1 others

(
ð16Þ

3.6. Apply the watershed to the converted binary image

Watershed algorithm is good for finding the optimal
segmentation boundaries. The following is the watershed
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algorithm for the obtained binary image [5]:
(1)
Fig.
(e) R
Get regions R1;R2; . . . ;Rn, which represent the objects
and background and have value 0. See Fig. 4.
(2)
 Dilate these regions by using a 3�3 structure
element.
(3)
 Build a dam at the place where two regions get
merged.
(4)
 Repeat step (3) until all regions merge together. See
Fig. 3(h).
4. Experimental results

Watershed segmentation is good for processing nearly
uniformed images, and it can get a good segmentation and
the edges are connected very well. But this method is
sensitive to noise and often has over-segmentation
problem [5]. We will compare our method with the
pixel-based, edge-based, region-based, and other two
watershed methods.
Fig. 4. (a) Two regions which have value 0. (b) 3�3 structure ele

5. (a) Original image. (b) Result using the embedded confidence method. (c

esult using the watershed in Matlab. (f) Result using toboggan-based wat
Fig. 5(a) is a cloud image which has blurry boundaries,
and Fig. 5(b) is the result by using the pixel-based
embedded confidence method [27], which determines
the threshold value of a gradient image and consequently
performs edge detection. The resulting image is under-
segmented and it only detects part of the boundaries.
Fig. 5(c) uses Sobel operator which is an edge-based
method, it has under-segmentation and the boundaries
are not connected well. Fig. 5(d) is the result by using
edge detection and image segmentation system (EDISON)
which applies mean-shift region-based method [28]. In
mean-shift based segmentation, pixel clusters or image
segments are identified with unique modes of the multi-
modal probability density function by mapping each pixel
to a mode using a convergent, iterative process. There are
three parameters in EDISON needed to be manually
selected: spatial bandwidth, color, and minimum region.
We try different combinations of these parameters and
get the best result, as shown in Fig. 5(d) (spatial
bandwidth=6, color=3, minimum=50). The edges in
ment. (c) Dilation of the two regions. (d) Dam construction.

) Result using the Sobel operator. (d) Result using the mean-shift method.

ershed. (g) Result using the proposed method.
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Fig. 5(d) are well connected but not smooth, the result is
over-segmented. Fig. 5(e) utilizes the watershed method
in Matlab, and the result shows heavy over-segmentation.
It is hard to find distinguishable objects. Fig. 5(f) is the
result by a modified watershed method (toboggan-based
method) [17]. It can efficiently group the local minima by
assigning them a unique label. The result is better than
Fig. 5(e), but the background and objects are still messed
Fig. 6. (a) Blurry cells image. (b) Result using the embedded confidence edge de

method. (e) Result using the watershed in Matlab. (f) Result using the tobogga

Fig. 7. (a) Original image. (b) Result using the watershed in Matlab on the origi

image. (d) Result using the proposed method on the original image. (e) Image ad

noisy image. (g) Result using the toboggan-based watershed on the noisy imag
together. Fig. 5(g) applies the proposed method, and it
gets clear and well connected boundaries. The result gives
an improvement better than those obtained by other
methods used in Figs. 5(b–f).

Fig. 6(a) is a blurry cells image. The objects and
boundaries are not clear. The edges detected by the
embedded confidence method in Fig. 6(b) are
discontinued. The Sobel operator in Fig. 6(c) almost
tector. (c) Result using the Sobel operator. (d) Result using the mean-shift

n-based watershed. (g) Result using the proposed method.

nal image. (c) Result using the toboggan-based watershed on the original

ded with Gaussian noise. (f) Result using the watershed in Matlab on the

e. (h) Result using the proposed method on the noisy image.
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Fig. 8. (a) Original capitol image. (b) Result using the watershed in Matlab. (c) Result using the toboggan-based method. (d) Result using the proposed

method.
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loses all boundaries. The mean-shift method in Fig. 6(d)
(spatial bandwidth=7, color=3, minimum=10) produces
few connected edges, and the edges are not well detected.
Two watershed methods in Figs. 6(e, f) produce over-
segmentation. The result in Fig. 6(g) using the proposed
method has well connected and clear boundaries to
segment the cells from the background better.

One drawback of the watershed methods is noise
sensitive. However, the proposed method is very noise-
tolerant. Fig. 7(a) is a noise-free coin image, and Figs. 7
(b–d) are the results by employing the watershed method
in Matlab, toboggan-based watershed method, and the
proposed neutrosophic watershed method, respectively.
Fig. 7(e) is the image by adding Gaussian noise (mean is 0,
and standard variance is 2.55) to Fig. 7(a). Figs. 7(f–h)
are the results by applying the above three watershed
methods to Fig. 7(e). We can see that the Gaussian
noise has a big impact on the results using the
existing watershed methods, and causes heavy over-
segmentation. But the proposed neutrosophic watershed
method is quite noise-tolerant.

Another problem of the existing watershed algorithms
is that they do not work well for non-uniform images. In
Fig. 8(a), the capitol has a wide range of intensities. The
top of the capitol is dark, the middle part of the capitol is
gray, and the bottom part of capitol is white. Fig. 8(b) is
the result by applying the watershed method in Matlab
and Fig. 8(c) is the result by applying toboggan-based
watershed method. Both of them do not work well.
Fig. 8(d) is the result by applying the proposed method
and the capitol can be segmented well.
5. Conclusions

In this paper, we propose a novel watershed image
segmentation approach based on neutrosophic logic. In
the first phase, we map a given image to three subsets T, F,
and I, which are defined in different domains. The
thresholding and neutrosophic logic are employed to
obtain a binary image. Finally, the proposed watershed
method is applied to get the segmentation result. We
compare our method with the pixel-based, edge-based,
region-based segmentation methods, and two existing
watershed methods. The experiments show that the
proposed method has better performance on noisy and
non-uniform images than that obtained by using other
watershed methods, since the proposed approach can
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handle the uncertainty and indeterminacy better. It may
find more applications in diverse fields of control theory,
image processing, computer vision, and artificial intelli-
gence.
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