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Structural damage detection using vibration-based techniques and transmissibility is investigated and
proposed with elaborating the mathematical interrelationship between modal assurance criterion
(MAC) and cosine similarity measure. From this interrelationship, two new damage indicators, namely
cosine based indicator (CI) and extended transmissibility damage indicator (ETDI), are drawn out. Even
MAC and cosine similarity measure are normally adopted separately; their kernel agrees well with each
other. In this study, we extend these two indicators, derive two new damage indicators, CI and ETDC, and
apply them in a transmissibility based structural damage detection technique. In order to verify the fea-
sibility of the developed damage indicators, experimental data for a three-story benchmark structure is
adopted. The results from the benchmark demonstrate well performance of both indicators in damage
detection, which might imply their potential applicability in further real engineering structures.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Structural health monitoring (SHM) has undergone booming
advancement during the last decades with numerous techniques
raised and applied in real engineering projects in both time and
frequency domain, empirically based and model methods. For
vibration-based techniques, the reader may refer to [1,2], where
in [1], vibration-based approaches were summarized and in [2],
the survey mainly illustrated the vibration-based techniques in
composite structures. Note that this survey also followed the struc-
tural damage identification philosophy that damage detection
could be considered as a statistical pattern recognition paradigm,
which summarized SHM into a four step paradigm: (1) Operational
Evaluation; (2) Data Acquisition, Fusion, and Cleansing; (3) Feature
Extraction and Information Condensation and (4) Statistical Mode
Development for Feature Discrimination. For more details about
this paradigm, the reader may refer to [1].

SHM development can be summarized into two main parts: a)
testing and measuring techniques and b) methodologies for the
measured data interpretation. As to the testing and measuring
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techniques, along with the history, SHM underwent various tech-
niques such as oil penetrating, modal testing, acoustic emission,
ultrasonic testing, eddy current and magnetic particle testing. On
the other hand, methodologies like probabilistic based, pattern
recognition based, and so on, are also developed to interpret the
measured data such as strain based and impedance based. Even
more options exist nowadays for SHM, vibration based techniques
[3-7] still hold an essential role since its easy conduction but effec-
tive and efficient in SHM in both civil engineering and mechanical
engineering.

Modal testing and modal analysis serve as the fundamental in
vibration-based techniques, which also underwent two main
phases: a) experimental modal analysis (EMA) and b) operational
modal analysis (OMA). EMA frequently makes use of laboratory
testing of specimens to extract modal parameters, such as natural
frequencies, mode shapes and Frequency Response Functions
(FRFs) in order to avoid the operating conditions. The drawbacks
of this method are obvious as it might be convenient for small
specimens, while for heavy, large structures such as wind turbines,
dam and so on, it will be definitely challenging, or in some cases
impossible. Another shortcoming is the cost that the laboratory
testing needs to transfer the specimen from operating condition
into prototype. This cost includes the reinstallation, dismantling,
transferring, testing, which will impose more expenses and does
not make the method a cost-effective approach. The OMA tries to
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avoid these drawbacks by directly testing and analyze the mea-
sured responses. Generally speaking, statistical based methods will
be taken into consideration for this kind of analysis since the
unknown loads shall restrict the analysis to be responses based.

Among all output-based techniques, transmissibility, one con-
cept raised several decades ago, has served as an essential feature
in system identification, damage identification, i.e. detection, local-
ization, and quantification. For details about transmissibility, the
reader may refer to [8-12]. The transmissibility was elaborated
in theoretical advancement perspective in [8,9] by addressing the
force transmissibility, direct transmissibility and certain applica-
tions. The study in [10] focused on the damage detection historical
development with transmissibility by generally summarizing the
key investigations during last decades. In [11], transmissibility
was reviewed in a general perspective from both theoretical pro-
cess and engineering applications, while in [12], a concept of trans-
missibility selection was presented in order to reduce the
computation expenses, but simultaneously maintaining the capac-
ity of detecting damage effectively with elaborating the historical
development of transmissibility theory and application in a con-
densed view. In addition to the development of transmissibility
theory, vibration based SHM techniques are summarized into
two categories, namely physical model and data/statistical model.
The physical model based techniques require the physical model as
prior in order to have a better analysis with Finite Element Analysis
(FEA), while the data model based techniques try to identify dam-
ages according to the structural responses under operating/testing
condition.

Modal assurance criterion (MAC), firstly raised in late 1970s
[13,14], has served as one essential indicator in the later damage
detection history. MAC, initially designed for correlation analysis
[13-16], has been widely applied to discriminate the damage fea-
tures from baseline [12,17-25]. The key idea is to construct a dam-
age sensitive feature and to use data analysis tools, to develop
damage indicators using MAC [12,17-26] or artificial neural net-
works (ANNs) [27] to discriminate the current structural pattern
from the baseline. On the one hand, different indicators were con-
structed, such as Frequency Domain Assurance Criterion (FDAC) to
analyze the correlation between the analytically calculated and the
experimentally measured FRF [15]. This indicator, FDAC, later
extended to a particular form known as Response Vector Assurance
Criterion (RVAC) intending to measure the correlation between
operational deflection shapes [16]. Several years later, by averaging
RVAC, Detection and Relative Damage Quantification Indicator
(DRQ) was built to detect and quantify the damage relatively
[17,19]. Henceforth, DRQ was extended to transmissibility based
damage detection and quantification [23]. In [28], the frequency
band selection was pointed out that the noise-contaminated band
should be avoided in order to reduce the influence in final results.
In [21], MAC was applied to the vector of inverse delta transmissi-
bilities for identifying the damage. Similar application also was
presented in [22] for transmissibility coherence, compressed trans-
missibility [12], transmissibility based distance measure [24]. In
[25], coordinate modal assurance criterion (COMAC) was utilized
to detect damage for a helicopter composite main rotor blade. In
addition, MAC was also applied to build objective function in
multi-objective framework based damage localization and quan-
tification [18,20], where analytical and experimental flexibilities
were taken into consideration.

With regard to cosine similarity measure, which was raised dec-
ades ago, it was defined as the inner product of two vectors divided
by the product of their lengths [29], expressing the angle between
these two vectors. Cosine similarity measure has been applied in
various engineering applications [30-35], such as in pattern recog-
nition [30], image recognition [32], neutrosophic sets medical
diagnosis [33] and damage identification [31,34,35]. In [31], cosine

similarity measure was taken for comparison with other distance
measures like Euclidean distance, Manhattan distance, L-infinity,
Mahalanobis distance in K-nearest neighbor (KNN) classification
method and was applied to Z-24 bridge data sets as case study.
This study revealed that similarity measures have significant
impact on the pattern recognition success rate. Furthermore, in
Refs [34,35] cosine similarity measure was applied to the transmis-
sibility compressed by principal component analysis (PCA) in dam-
age recognition, where it showed well performance in identifying
the damages.

Even though MAC and cosine similarity measure have been sep-
arately utilized in the past, it might be beneficial for researchers to
point out the inter-connection between them. This study aims to
unveil the inter-connection between MAC and cosine similarity
measure, and thus to propose a comparison between them and
some previously developed indicators for transmissibility based
damage detection methodology. The remaining sections of the
paper are summarized as follows. Section 2 gives the fundamentals
of transmissibility, MAC and cosine similarity measure. In Section 3,
the damage detection paradigm using transmissibility is presented.
Section 4 utilizes experimental data of three-story benchmark
structure as case study. Finally concluding remarks are summa-
rized in Section 5.

2. Theoretical fundamentals
2.1. Transmissibility fundamentals

Transmissibility serves as an essential feature for damage
detection [8-12,23,26,36,37] as it does not require the measure-
ment of forces, and thus leading to a wide application, and integra-
tion with other methods. Transmissibility, generally, is defined as
the ratio between two dynamic outputs, and for a linear
multiple-degree-of-freedom (MDOF) system subjected to a har-
monic loading at a given position, it will be expressed as:

Xi(w)

where X; and X; are the complex amplitudes of the system
responses, xi(t) and x;(t), respectively, and  is the frequency. In this
study, Fourier transform is adopted in obtaining the response spec-
trum. Certainly Laplace transform can also be adopted, the final
detected results will be the same.

Transmissibility can be estimated by several approaches, for
instance, directly using the two outputs. In addition, one can also
use FRFs if available, or taking average by using auto- and spectra:

_ Xi(w)  Xi(w) x Xi(®w)  Gup(w)
T (@) =¥ () = K@) x K@) ~ Cyn(@) @)

where G means the auto- or cross-spectrum. Note that by analog
of coherence estimation in FRFs, transmissibility coherence (TC)
can be drawn out. For details, the reader may refer to [11,22],
where TC is systematically discussed and applied in damage
detection and quantification, especially for small nonlinearity
quantification. Herein in this study, transmissibility is derived
by Eq. (2).

2.2. Modal assurance criterion (MAC)

MAC is normally defined with some vectors, like FRFs, transmis-
sibility and so on. For a general case, e.g. two vectors (two col-
umns), A and B, it can be expressed as:

(A'B)’

MAC(A,B) = ATAEB) 3)
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where MAC €[0,1], ()T means the transpose. Note that this will be
the same in all equations discussed hereinafter. Furthermore, when
MAC equals to ‘0’, it means no correlation between A and B, while
when MAC equals to ‘1’, it means the highest correlation between
A and B takes place [25].

2.3. Cosine similarity measure

Cosine similarity measure aims to illustrate the angle between

two vectors, A and B, and it is expressed as:
A'B

Cos(A,B) = ——- (4

A8 = aje )
where Cos €[—1, 1]. When Cos equals to ‘1’, it means that A and B
hold the same direction, while ‘~1" means that A and B hold the
opposite direction. A clear description for the angle is depicted in
Fig. 1.

2.4. Interrelation between MAC and cosine similarity measure

In order to demonstrate the interrelation between MAC and
cosine similarity measure, it is better to calculate the square of
cosine measure. As expressed in Eq. (5), it is proved that the square
of cosine measure is MAC:

, (AB\° @A)’
Cos(A,B)? — ( A|B|> 7(ATA)(BTB)7MAC(A,B) (5)

From Eq. (5), it is possible to explain why MAC €[0,1], i.e. the
reason is that Cose[—1, 1]. And this argument could also explain
that why ‘1 - MAC' can be objective function in [18,20], since 1-
MAC will be sine?, which also hold the value €[0, 1]. In addition,
using the same argument can explain why as damage increases,
MAC does not harmonically increases [21].

Taking o as the angle between two vectors A and B, then « €[0,
27| and the MAC indicator have three tendency changing points,
namely ‘rt/2’, ‘’, ‘31/2’. MAC does not decrease harmonically ver-
sus the increase of angle between the two vectors since these three
tendency changing points will act as critical values between two
tendencies. For instance, when the angle increase from ‘0’ to
‘r/2’, MAC will decrease from ‘1’ to ‘0’, and from ‘mt/2’ to ‘n’, MAC
will increase from ‘0’ to ‘1’. Therefore, in this study, ‘m/2’ is called
tendency changing point. Note that since the angle between the
two vectors hold [0, 27t], then cosine will solely have one tendency
changing point at mt, then from ‘0’ to ‘r’, cosine measure decreases
from ‘1’ to ‘—1" harmonically versus the increase of angle between
two vectors. While it increases from ‘—1’ to ‘1’ versus the increase
of angle between two vectors from ‘n’ to ‘21’. Regarding pattern
recognition, all patterns will be recognized from the baseline,
namely if the angle between the current pattern and the baseline
exists, then it will be identified. Note that the angle ‘n’ theoretically

A

Angle(A, B)

z

Fig. 1. The angle between vector A and B measured by cosine similarity measure.

speaking, will be impossible to see in MAC as MAC = 1, while cosine
similarity can figure it out as it is ‘—1".

Another point is that if considering cosine similarity measure as
power one of cosine, then MAC will be power two of cosine. Thus,
taking the absolute value of cosine similarity measure as basis, the-
oretically speaking, one can define a higher power of cosine as indi-
cator, for instance, power of order R (a constant number), then the
new indicator will be depicted as:

R
CI(A,B) = <'|“:\\ig> — MAC(A,B)*? (6)

where CI represents the cosine based indicator, Cl€[0, 1]. Then,
comparing with MAC, CI will be more sensitive to damage or noise
if choosing a higher R. Thus, the larger the R, the more sensitive the
CI to damage. In order to show this point, Fig. 2 draws four lines
with the same basis of CI (R=1) in the margin [0, 1], and one can
see that as the power (R) increases from 1, 2, 4 and 8, the values
of CI decrease quicker for the ones with higher power in [0, 7t/2],
and increase slower in [1t/2, ©t]. This means the higher the power
R is, the more sensitivity the CI holds.

2.5. Distance measure

Apart from cosine similarity measure, distance measure can
also be adopted to estimate the similarity/dissimilarity between
two metrics. Since the key of similarity/dissimilarity measure
just tries to recognize the current pattern from a baseline
one, this gives the potential to employ any distance measure
to estimate. And to SHM, distance metric is the fundamental
for any comparison analysis, which serves as the kernel for
SHM, where it intends to identify the damages via the differ-
ence between the current patterns (under damaged/operating
condition) from the baseline (normally means undamaged
condition) [11,34-36,38,39].

Unlike MAC and cosine similarity measure intending to assess
the angle between baseline and the current pattern, distance mea-
sure is also widely applied in pattern recognition, or even in almost
all engineering projects and our daily lives, for instance Euclidean
distance. Table 1 summarizes the distances commonly used for
assessing the distance between vectors both in angles and in quan-
tity, where city block distance, Euclidean distance, Chebyshev dis-
tance, Minkowski distance, Mahalanobis distance, Hausdorff
distance and MAC, cosine measure and sine measure are included.
These measures have been applied in damage detection, and reveal
well performance in identifying the damages.

Value

0 0.5 1 1.5 2 2.5 3
Angle between two vectors

Fig. 2. The influence of power R within a certain margin.
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Table 1
Summary for distance measure between vectors.

Distance between vectors

No. Quantitative distance Angle distance

1 City block distance [12] Cosine measure [34,35]
2 Euclidean distance [36] Sine measure

3 Chebyshev distance [12] MAC [12-14,23,28]

4 Minkowski distance [12,35]

5 Mahalanobis distance [12,36]

6 Hausdorff distance [34]

3. Damage detection methodology

For damage detection, as discussed above, the general proce-
dure is to construct damage sensitive indicators, which will be fur-
ther employed to identify damages. Certainly kinds of sensitive
indicators may be constructed, however, the commonest one will
still be MAG, cosine similarity measure and so on. For two data sets
T" and TY representing transmissibility under undamaged state
and damaged state, then corresponding damage indicators can be
calculated as follows:

3.1. MAC

MAC(T, T") = - T<

3.2. Cosine similarity measure

™) (*
Cos(Ti,T“> = % (8)

Note that Cose[-1, 1], for damage detection, since the idea is
only to discriminate the damaged patterns from the baseline, it
will be sufficient to use the absolute value of cosine measure.
And certainly, theoretically speaking, MAC will fail to detect the
case if the cosine measure equals to ‘~1’, i.e. the two vectors are
in opposite direction, as in this case, MAC will also hold the value
‘1’ considering the state to be undamaged as illustrated previously.
For engineering application, changing the segment of data sets can
solve this. Then, it will be possible to compare MAC and Cosine
based indicator (CI), which is expressed as:

™)'
am, ) = |
o ‘ T
where Cl€[0, 1]. One may select different R values for checking the
sensitivity of CI in damage detection in comparison to MAC and Cos.

Another indicator based on MAC is illustrated as transmissibil-

ity damage indicator (TDI) [23], which is defined as:

— MAC(Té, %) 9)

2
1 M S Ty (kAw)Tj(kaw)"

DIy =
" Nei (M S T (kA T} (ko)) (S S5 Th(kAw) Ty (kaw,)")
(10)

where m represents mth measurement, Aw means the frequency
resolution, k means the frequency index, Ny, N;, N; are the number
of frequency lines of the transmissibility, number of coordinates
measured and number of excitations measured, respectively [23].
()" means the reference measured data, i.e. the data measured under
undamaged condition.

By analog of the CI definition, one may also extend TDI (ETDI)
definition into a general one, which can be illustrated as:

Q
Ny S T (kAw) T (kAw)"

1

ETDIm:N_k N, =N m m T Ny N r |2
(S Ty (ko) Ty (kae)) (2, 537 Ty (kAw)Tj (kAw)' ) )

(11)

where Q means the power of TDI. And Q =1 means cosine based
TDI; Q =2 means TDI; Q = 3 means enhanced TDI, where the sensi-
tivity of ETDI will be higher than TDI. The higher the Q value is, the
more sensitive the ETDI will be. Note this is an empirical setting of R
and Q relying on the engineer’s experience.

Note that FRFs have been commonly used in previous investiga-
tions for damage detection. In this study, FRFs are also employed in
CI and ETDI indicators for comparison with transmissibility based
CI and ETDL

The damage detection procedure can be illustrated in a three-
step paradigm.

Step 1: Transmissibility estimation. In this step, transmissibility
will be estimated from structural dynamic responses using Eq.
(2);

Step 2: Damage indicators derivation. From Eqgs. (10) and (11)
damage indicators will be derived;

Step 3: Damage prediction. Finally, one may predict the dam-
ages from the results of the indicators in accordance to engi-
neers’ experience.

4. Experimental validation
4.1. Model description

In order to verify the developed damage detection procedure
and the two newly developed damage indicators, an open source
of three-story floor structure tested in Los Alamos Lab is adopted
[11,22,40-43] as shown in Fig. 3. The data can be downloaded from
(http://www.lanl.gov/projects/national-security-education-center/
engineering/ei-software-download/thanks.php). The reason to
adopt this structure as a case study is that it has been well inves-
tigated in previous work [11,22,40-43], and proves to be a repre-
sentative structural model in real engineering. Four aluminum
columns (17.7 x 2.5 x 0.6 cm?) are adopted to connect the above
and below aluminum plates (30.5 x 30.5 x 2.5 cm?). The structure
is installed on rails allowing solely x-direction movement. A center
column from the top floor is designed to generate nonlinearity
when it hits the bumper. A shaker at the center of the base floor
excites the structure. Four accelerometers (Channels 2-5) are used
to record the horizontal movement of each floor from base, first,
second and third floor, and load cell (Channel 1) is adopted to
record the excitation. All the time-domain series are measured
for 17 different structural conditions as described in Table 2, where
for each state, 50 measurements are recorded separately. Further
information about this experiment, the reader may refer to
[11,22,40-43], all information including the experiment descrip-
tion illustrated above can be found.

4.2. Results and discussion

Results for the proposed damage detection procedure and the
newly derived damage indicators, are given and discussed in
details hereinafter.

4.2.1. Applicability of transmissibility in damage detection
Figs. 4 and 5 illustrate the transmissibility T(5, 3) and T(4, 3) for
the State #1, #2, #6 and #10, respectively. Note here T(5, 3) means
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Fig. 3. Schematic diagram of the full test structure [40].

the transmissibility between the measured data from channel 5
(horizontal movement of third floor) and channel 3 (horizontal
movement of first floor), and T(4, 3) means transmissibility
between channel 4 (horizontal movement of second floor) and
channel 3 (horizontal movement of second floor). Also note chan-
nel 2 corresponds to the horizontal movement of first floor, and
this will be the same in all transmissibility notations hereinafter.
Fourier transform is adopted to transform the measured data from
time domain to frequency domain. From Fig. 4, transmissibility T
(5, 3) shows a clear difference between State #1 and State #6,
while little difference exists between State #1, State #2 and State
#10. It might be concluded that the added mass at the base and
small nonlinearity induced by the bumper do not generate suffi-
cient change in the response compared with that caused by the
stiffness reduction in the column ‘2BD’. And this challenges detect-
ing the structural damages directly from transmissibility solely.
Note that same phenomenon appear in T(4, 3) in Fig. 5, which
implies the necessity of enhancement for transmissibility in order
to achieve the damage detection goal.

For comparison purposes, Figs. 6 and 7 depict FRF (5, 1) and FRF
(4, 1), respectively. Note FRF (5, 1) herein means the FRF between
channel 5 and channel 1, channel 1 means the excitation signal.
The notation here also follows the same as transmissibility illus-
trated above. From both figures, some differences can be found
in [60,80] Hz between State #1, State 2 and State 6. While for State
#10, i.e. minor nonlinearity, little difference exists except in the
high frequency domain beyond 100 Hz. It should be noted that
high frequency domain is easily influenced by environmental
noise, thus it is not good to select for separating different states.
From this starting point, it would also be desirable to have further
investigation in order to unveil the small differences hidden
between these damaged states and the baseline state.

Comparing Figs. 6 and 7 with Figs. 4 and 5, one may find that
the FRFs in Figs. 6 and 7 have a better performance at some level
in recognizing the small difference between the baseline and the
considered states since FRF (5, 1) and FRF (4, 1), can also detect
State #2, while transmissibility T (5, 3) and T(4, 3) both fail at
this discrimination. However, the drawback of requiring the
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Table 2

Structural state condition [40].
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Label State Case description
condition
State #1 Undamaged  Baseline condition
State #2 Undamaged  Added mass (1.2 kg) at the base
State #3 Undamaged  Added mass (1.2 kg) at the first floor
State #4 Undamaged  Stiffness reduction in column 1BD
State #5 Undamaged  Stiffness reduction in column 1AD and 1BD
State #6 Undamaged  Stiffness reduction in column 2BD
State #7 Undamaged  Stiffness reduction in column 2AD and 2 BD
State #8 Undamaged  Stiffness reduction in column 3BD
State #9 Undamaged  Stiffness reduction in column 3 AD and 3 BD
State #10  Damaged Gap (0.2 mm)
State #11  Damaged Gap (0.15 mm)
State #12  Damaged Gap (0.13 mm)
State #13  Damaged Gap (0.10 mm)
State #14  Damaged Gap (0.05 mm)
State #15  Damaged Gap (0.2 mm) and mass (1.2 kg) at the base
State #16  Damaged Gap (0.2 mm) and mass (1.2 kg) on the 1st floor
State #17  Damaged Gap (0.1 mm) and mass (1.2 kg) on the 1st floor

---- State #1
--- State #2 |
-~ State #6
) - - -State #10 ||
z ‘ J
@ et
o AT
'_
-60 - S 4
80 H i i i i
20 40 60 80 100 120 140
Frequency(Hz)

Fig. 4. Transmissibility T(5, 3) for States #1, #2, #6 and #10.
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Fig. 5. Transmissibility T(4, 3) for States #1, #2, #6 and #10.

measurement of excitation will largely restrict the widespread
application of FRF in real engineering.

4.2.2. Damage detection using CI

The frequency band selection is an arduous task, which may
highly affect the results of final detection. In previous investiga-
tions [11,12,22,28,34], this point has been highlighted and empha-
sized with some case studies, while no clear rule has been drawn
out. The selection still relies on the experience of engineer, which
may differ from one to another.

Figs. 8 and 9 illustrate CI (5, 2) and CI (5,3) withR=1, 2,3 and 4
under selected frequency band [20,100] Hz for State #1-#17,
respectively. Note that each state has 50 measurements, and then
in total for all 17 states, 850 measurements exist. For instance, in

0 T :
-=:- State #1
== State #2
- - -State #6
|- - -State #10||
~,
T 3 : : SN e 2
SISO [ fr ]
20 40 60 80 100 120 140
Frequency(Hz)
Fig. 6. FRF (5, 1) for States #1, #2, #6 and #10.
0 :
---- State #1
: : : - State #2
— : " I‘“‘L : : - - -State #6
2 -5 K A |- - - State #10]
= A N : 3
= RN
L] S NP LA SRR—— Nego .
o
[
B N
20 40 60 80 100 120 140

Frequency(Hz)

Fig. 7. FRF (4, 1) for States #1, #2, #6 and #10.

100 200 300 400 500 600 700 800
Measurement

Fig. 8. CI(5, 2) for States #1 to #17 in frequency band [20,100] Hz.

100 200 300 400 500 600 700 800
Measurement

Fig. 9. CI(4, 2) for States #1 to #17 in frequency band [20,100] Hz.

Fig. 8, the horizontal axis draws the number of measurements,
i.e. measurements 1-50 represent the State #1, and measurements
51 to 100 represent State #2, ..., measurements 801 to 850 repre-
sent State #17. In those figures hereafter, this holds the same. From
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both figures, one can clearly find the difference between baseline
State #1 and other states except State #2. For State #3 to State
#17, CI (5, 2) and CI (5, 3) successfully detect the changes com-
pared with baseline, i.e. mean damages. However, for State #2,
both CI (5, 2) and CI (5, 3) failed in the detection of adding mass
to the base. This might insinuate that frequency band might be res-
elected or optimized. As R increases from ‘1’ to ‘4’, the CI (5, 2) and
CI (4, 2) drop more than the previous ones. This suggests that the
higher the R is, the more sensitive it performs. However, there
should be a compromise between the sensitivity and noise toler-
ance, while the higher the R is, the less noise it can tolerate. If little
noise would harm the results at a high level, then it would be
vague in the engineering application. This will be further discussed
in the latter analysis hereinafter.

Figs. 10 and 11 illustrate the CI (5,4)and CI (4,3)forR=1, 2, 3,
and 4 in frequency band [100,140] Hz for States #1 to #17. Form
these two figures, both CI (5, 4) and CI (4, 3) show obvious change
between baseline and States #2 to #17. This means that damages
are successfully detected. One can also find that: (i). For State #2,
it might be not well detected if R =1, but if selecting R=2, 3, or
4, then it would be pretty obvious; (ii). As R increases from ‘1’ to
‘4’, CI (5, 4) and CI (4, 3) give more sensitive predictive results
for damages. (iii). For quantifying each state, it might be challeng-
ing in drawing out any conclusion since the difference between
each state is not quite distinct.

Comparing Figs. 10 and 11 with Figs. 8 and 9, one can find that
(i). CI (5, 2) and CI (4, 2) give more distinct separation between
States #3 to #17, while CI (5, 4) and CI (4, 3) successfully detect
State #2, but fail in separating the states from each other; (ii).
The combination of CIs from different frequency band might give
a better strategy of damage detection.

Figs. 12 and 13 illustrate CI (5, 1) and CI (4, 1) in frequency band
[20, 100] Hz with R =1, 2, 3, and 4 for States #1 to #17. From these
two figures, one can find that: (i). All damages are successfully
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Fig. 10. CI(5, 4) for States #1 to #17 in frequency band [100,140] Hz.
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Fig. 11. CI(4, 3) for States #1 to #17 in frequency band [100,140] Hz.
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Fig. 12. CI(5, 1) for States #1 to #17 in frequency band [20,100] Hz.
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Fig. 13. CI(4, 1) for States #1 to #17 in frequency band [20, 100] Hz.

identified from the baseline as clear difference can be found
between States #2 to #17 from the baseline State #1; (ii). As R
increases from ‘1’ to ‘4, CI (5, 1) and CI (4, 1) show more sensitive
performance; (iii). Since difference between each state also exists,
this implies that CI (5, 1) and CI (4, 1) might also be adopted to
quantify the damage in a relative way.

Comparing Figs. 12 and 13 of FRF based ClIs with Figs. 8, 9, 10
and 11 of transmissibility based Cls, one can find that: (i). With
the same frequency band [20,100] Hz, transmissibility based Cls
of Figs. 8 and 9 do not perform well as FRF based Cls of Figs. 12
and 13, which does not mean that FRF based CI will be always bet-
ter than transmissibility based CI. For instance, under [100, 140]
Hz, transmissibility based CI can successfully detect damage in
State #2, while FRF based (I fail in detecting more damages as
shown in Fig. 14; (ii). For both transmissibility and FRF based CI,
the selection of the value of R is also an important task, certainly
the higher it is chosen, the more sensitive the CI will be. However,
one should also bear in mind the compromise for noise tolerance.

Cl (4,1)
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Fig. 14. CI(4, 1) for States #1 to #17 in frequency band [100, 140] Hz.
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4.2.3. Damage detection using ETDI

Figs. 15 and 16 illustrate transmissibility based ETDI with Q = 1,
2,3,4,and Q=1, 6, 7, 8, respectively. From both figures, one can
find: (i). All damages are successfully detected from the baseline,
while for Q=1, it will be challenging to detect in State #2, for
Q =2, 3, and higher values, State #2 is detected for all cases; (ii).
The higher the value chosen for Q is, the more sensitive ETDI will
be in detecting the damages; (iii). Since all states vary different
from each other, it might suggest that ETDI can also be used to rel-
atively quantify the damages, while Q=1 is not a good choice, a
higher value might be much better, e.g. Q = 2 will be enough. This
agrees well with MAC. Certainly one may set a higher value for Q in
the light of the actual application.

Figs. 17 and 18 show FRF based ETDI for Q=1,2,3,4and Q=1,
6, 7, 8, respectively. From these two figures, one can find that: (i).
For Q=1, ETDI either fails to detect it; while for Q > 1, ETDI can
detect State #2; (ii). As Q increases from ‘1’ to ‘8’, the higher the
value of Q is, the more sensitive the ETDI will be; (iii). Similar to
transmissibility based ETDI, FRF based ETDI also vary clearly
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Fig. 15. Transmissibility based ETDI for States #1 to #17 with Q=1, 2, 3, 4.
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Fig. 16. Transmissibility based ETDI for States #1 to #17 withQ=1, 6, 7, 8.
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Fig. 17. FRF based ETDI for States #1 to #17 withQ=1, 2, 3, 4.
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Fig. 18. FRF based ETDI for States #1 to #17 withQ=1, 6, 7, 8.

between each state. This might also suggest that it can be used
for further relatively quantifying structural damage.

Comparing Figs. 17 and 18 with Figs. 15 and 16, it can be con-
cluded that: (i). Both transmissibility based ETDI and FRF based
ETDI are effective in damage detection, and as Q increases, the ETDI
will be more sensitive, while the Q value setting depends on the
engineer’s experience; (ii). For Q > 1, ETDI might be used to quan-
tify structural damages at a relative scale.

5. Concluding remarks

This study summarized a damage detection strategy using
transmissibility incorporated with cosine measure and MAC, while
unveils the interrelation between them since previous investiga-
tions normally employ them separately. And this study also defines
two new damage indicators, namely cosine based indicator (CI) at
the basis of previous indicator cosine measure and MAC, and
extended transmissibility damage indicator ETDI based on previ-
ous indicator TDI. Finally a three-story benchmark structure is
adopted to verify the proposed damage detection strategy. The
concluding remarks can be summarized as follows:

(1) The CI and ETDI are both effective in damage detection, and
as their power values R and Q increase, they become more
sensitive in detecting damage. However, the more sensitive
they are, the less tolerance they will hold to the environ-
mental uncertainty. The setting of the R and Q values is
empirical and depends on the engineer’s experience; for
instance, one may set them as 2 as initial tests, if not achiev-
ing required performance, to increase it will later fulfill the
criterions set. Certainly this depends on the engineering
experience and as case dependent and empirical setting, it
will vary in accordance to different applications.

(2) CI only requires measurement from two nodes, and taking
one frequency band in further analysis, which might give
an efficient estimation for damage compared with ETDI that
takes the whole frequency band. Note that CI demands engi-
neer’s experience in frequency band selection, while ETDI
has no restriction, which provide a simple application.

(3) As to damage quantification, both CI and ETDI show poten-
tial in relative quantification manner, while for general
application in complex structures, further investigation is
needed.
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