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Abstract

Aim of this article is to find the maximum and minimum solution of the
fuzzy neutrosophic soft relational equation xA = b and Ax = b, where x and b
are fuzzy neutrosophic soft vector and A is a fuzzy neutrosophic soft matrix.
Whenever A is singular we can not find A~!. In that case we can use g-
inverse to get the solution of the above relational equation. Further, using this
concept maximum and minimum g-inverse of fuzzy neutrosophic soft matrix
are obtained.
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1 Introduction

Most of our real life problems in Medical Science, Engineering, Management,
Environment and Social Sciences often involve data which are not necessarily crisp,
precise and deterministic in character due to various uncertainties associated with
these problems. Such uncertainties are usually being handled with the help of the
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topics like probability, fuzzy sets, interval Mathematics and rough sets etc., Intu-
itionistic fuzzy sets introduced by Atanassov [3] is appropriate for such a situation.
The intuitionistic fuzzy sets can only handle the incomplete information considering
both the truth membership and falsity membership. It does not handle the inde-
terminate and inconsistent information which exists in belief system. Smarandache
[13] announced and evinced the concept of neutrosophic set which is a Mathematical
tool for handling problems involving imprecise, indeterminacy and inconsistent data.
The neutrosophic components T,I, F which represents the membership, indetermi-
nancy, and non-membership values respectively, where |70, 17[ is the non-standard
unit interval, and thus one defines the neutrosophic set.

For example the Schrodinger’s cat theory says that basically the quantum state of
a photon can basically be in more than one place at the same time, which translated
to the neutrosophic set which means an element (quantum state) belongs and does
not belong to a set (one place) at the same time; or an element (quantum state)
belongs to two different sets(two different places) in the same time. Diletheism is
the view that some statements can be both true and false simultaneously. More pre-
cisely, it is belief that there can be true statement whose negation is also true. Such
statement are called true contradiction, diletheia or nondualism. ” All statements are
true” is a false statement. The above example of true contradictions that dialetheists
accept. Neutrosophic set, like dialetheism, can describe paradoxist elements, Neu-
trosophic set (paradoxist element)=(1,1,1), while intuitionistic fuzzy logic can not
describe a paradox because the sum of components should be 1 in intuitionistic fuzzy
set.

In neutrosophic set there is no restriction on T,I,F other than they are subsets of
170,17, thus
0 <infT +infl +infF < supT + supl + supF < 3%

Neutrosophic sets and logic are the foundations for many theories which are more
general than their classical counterparts in fuzzy, intuitionistic fuzzy, paraconsistent
set, dialetheist set, paradoxist set and tautological set.

In 1999, Molodtsov [9] initiated the novel concept of soft set theory which is a
completely new approach for modeling vagueness and uncertainty. In [7] Maji et
al., initiated the concept of fuzzy soft sets with some properties regarding fuzzy soft
union, intersection, complement of fuzzy soft set. Moreover in [8, 11] Maji et al.,
extended soft sets to intuitionistic fuzzy soft sets and neutrosophic soft sets.

One of the important theory of Mathematics which has a vast application in
Science and Engineering is the theory of matrices. Let A be a square matrix of full
rank. Then, there exists a matrix X such that AX = XA = I. This X is called the



inverse of A and is denoted by A~!. Suppose A is not a matrix of full rank or it is
a rectangular matrix, in such a case inverse does not exists. Need felt in numerous
areas of applied Mathematics for some kind of partial inverse of a matrix which
is singular or even rectangular, such inverse are called generalized inverse. Solving
fuzzy matrix equation of the type A = b where = = (x11, T12, T1m), b = (b11, b12, b1n)
and A is a fuzzy matrix of order m x n is of great interest in various fields. We
say *A = b is comptiable, if there exists a solution for tA = b and in this case we
write maxmin(xy;,aj;) = by, for all j € I,,, and k € I,,, where I, is an index set,

J
i=1,2,...,n. Q(A,b) represents the set of all solutions of xA = b.

The authors extend this concept into fuzzy neutrosophic soft matrix. The fuzzy
neutrosophic soft matrix equation is of the form zA = b,.....(1)
where z = (21}, 2, 2f)) (2T 2l xb ) b= (b1 b b)) (T bl b ) and A s a
fuzzy neutrosophic soft matrix of order m x n. The equation xA = b is compatible if
there exist a solution for xA = b and in this case we write

max min(ri;, ¥1;, ©1;).(a, ab, afy) = (0], biy, bfy) for all j € I, and k € I,,. Denote

J

01(A,b) = {x|zA = b} represents the set of all solutions of A = b. Several authors
[4, 6, 12] have studied about the maximum solution Z and the minimum solution &
of A = b for fuzzy matrix as well as IFMs.

Li Jian-Xin [6] and Katarina Cechlarova [5] discussed the solvability of maxmin
fuzzy equation xA = b and Ax = b. In both the cases the maximum solution is
unique and the minimum solution need not be unique. Let Q5(A,b) be the set of
all solutions for Az = b. Murugadas [10] introduced a method to find maximum g-
inverse as well as minimum g-inverse of fuzzy matrix and intuitionistic fuzzy matrix.
Let us restrict our further discussion in this section to fuzzy neutrosophic soft matrix
equation of the form Az = b with z = [(z]}, 2], z5)|i € I.],b = [(b],,01,,0F)) € 1]
where A € FNSM,,,,.

In this paper the authors extend the idea of finding g-inverse to FNSM. And also
finds the maximum and minimum solution of the relational equation A = b when
A is a FNSM. Further this concept has been extended in finding g-inverse of FNSM.

2 preliminaries

Definition 2.1. [13] A neutrosophic set A on the universe of discourse X is defined
as A= {(z,Ta(x),1a(x), Fa(x)),x € X}, where T,I,F : X — ]70,1"[ and

-0 STA(QZ)—i—IA(SC)—i-FA(x) <3t ... (1)
From philosophical point of view the neutrosophic set takes the value from real stan-
dard or non-standard subsets of |70,1%[ . But in real life application especially in



scientific and Engineering problems it is difficult to use neutrosophic set with value
from real standard or non-standard subset of |70,17[ . Hence we consider the neu-
trosophic set which takes the value from the subset of [0, 1].
Therefore we can rewrite the equation (1) as

0< TA<I> + IA(ZL’) + FA(Z‘) < 3.
In short an element a in the neutrosophic set A, can be written as a = (a’,a’, al’),
where a® denotes degree of truth, a' denotes degree of indeterminacy, af denotes
degree of falsity such that 0 < a” + a’ + af < 3.

Example 2.2. Assume that the universe of discourse X = {x1,x9,x3}, where x1, xs,
and x3 characterises the quality, relaibility, and the price of the objects. It may be
further assumed that the values of {x1, xa, x3} are in [0, 1] and they are obtained from
some investigations of some experts. The experts may impose their opinion in three
components viz; the degree of goodness, the degree of indeterminacy and the degree
of poorness to explain the characteristics of the objects. Suppose A is a Neutrosophic
Set (NS) of X, such that A = {{x1,0.4,0.5,0.3), (x2,0.7,0.2,0.4), (x3,0.8,0.3,0.4) },
where for x1 the degree of goodness of quality is 0.4 , degree of indeterminacy of
quality is 0.5 and degree of falsity of quality is 0.3 etc,.

Definition 2.3. [9] Let U be an initial universe set and E be a set of parameters.
Let P(U) denotes the power set of U. Consider a nonempty set A, A C E. A pair
(F,A) is called a soft set over U, where I is a mapping given by F : A — P(U).

Definition 2.4. [1] Let U be an initial universe set and E be a set of parameters.
Consider a non empty set A, A C E. Let P(U) denotes the set of all fuzzy neutro-
sophic sets of U. The collection (F, A) is termed to be the Fuzzy Neutrosophic Soft
Set (FNSS) over U, where F is a mapping given by F : A — P(U). Hereafter we
simply consider A as FNSS over U instead of (F, A).

Definition 2.5. [2] Let U = {c1, ¢a, ...} be the universal set and E be the set of
parameters given by E = {ey,ea,...e,}. Let AC E . A pair (F,A) be a FNSS over
U. Then the subset of U x E is defined by Ra = {(u,e); e € A, u € Fa(e)} which
is called a relation form of (Fa, E). The membership function, indeterminacy mem-
bership function and non membership function are written by Tg, : U x E — [0, 1],
Ig, : U X E —[0,1] and Fg, : U x E — [0,1] where Tg,(u,e) € [0,1],Ig,(u,e) €
[0,1] and Fg,(u,e) € [0,1] are the membership value, indeterminacy value and non
membership value respectively of uw € U for each e € E.

If (T, g, Fig)] = (T3 (i, €5), Lij (i, €5), Fij(us, €;)] we define a matriz
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(T, L, Fy;

ijy Ligs >]m><n - . : .
<Tm1a]m17Fm1> <Tm27[m27Fm2> e <Tmn7]mnaan>
which is called an m x n FNSM of the FNSS (Fy, E) over U.

Definition 2.6. Let U = {c1, ca...c;n } be the universal set and E be the set of param-
eters given by E = {ey,eq,...ep}. Let A C E. A pair (F,A) be a fuzzy neutrosophic
soft set. Then fuzzy neutrosophic soft set (F, A) in a matriz form as Ay xn = (@ij)mxn
or A= (a;),1=1,2,..m,j =1,2,..n where
(a:) = (T(civey), L(civej), Flciye;)) if eje A

N (0,0,1) if e ¢ A
where Tj(c;) represent the membership of ¢;, 1;(c;) represent the indeterminacy of ¢;
and F; (cz) represent the non-membership of ¢; in the FNSS (F, A).
If we replace the identity element (0,0,1) by (0,1,1) in the above form we get FNSM
of type-11I.

FNSM of Type-I[14]
Let N,,x, denotes FNSM of order m x n and N,, denotes FNSM of order n x n.

Definition 2.7. Let A = ({al;,al;, af; = ((bL, bl bE)) € Nusen the component-

ij Py Yig 1)) 1j) i
wise addition and componentwise mulmphcatzon 18 deﬁned as

A® B = sup{ag,bg sup{aé],}bfj} mf{af;,bg

A © B = (an{azj;a sz;} an{alj7 i Sup{az]7 z]})

Definition 2.8. Let A € N,yxn, B € Nnxp, the composition of A and B is defined
as

AoB = <Z<aﬁA b)Y (al A byy), H(@vb@)

k=1 k=1 k=1
equivalently we can write the same as

:(\/mz,;m;g), \/ (el AL, /\@ivb@)).

k=1 k=1 k=1
The product A o B is defined if and only if the number of columns of A is same
as the number of rows of B. A and B are said to be conformable for multiplication.

We shall use AB instead of Ao B.
FNSM of Type-II[14]



Definition 2.9. Let A = ((aX,al.,ak)), B = (b1, b1 bE)) € Nyxn, the component

150 i Vg ig2 g0 Zig
wise addztzon and component wise multiplication is deﬁned as
A@®B= ({sup {a”, B inf {a?, m} inf {&w’ i

AGOB= ((mf{am, 27;} Sup{aw Z]} sup{a”, ’Lj}>)

Analogous to FNSM of type-I, we can define FNSM of type -II in the following
way

Definition 2.10. Let A = ({al,al.,al)) = (ai;) € Ninxn and B = ((bL, bl b5)) =

Z]’ 1j) g ©jr iy Vg

(bij) € Fuxp the product of A and B is defined as

A*B:(zwzm;@, 1 (ativ ). H<aw£})
st k=1 k=1

equivalently we can write the same as

(Vi A vt A i)

k=1

the product Ax B 1is defined if and only if the number of columns of A is same as the
number of rows of B. A and B are said to be conformable for multiplication.

3 Main results

Definition 3.1. A € N,,,., is said to be regular if there exists X € N,,,, such that
AXA=A.

Definition 3.2. If A and X are two FNSM of order m x n satisfies the relation
AXA = A, then X is called a generalized inverse (g-inverse) of A which is denoted
by A~. The g-inverse of an FNSM is not necessarily unique. We denote the set of all
g-inverse by A{1}.

Definition 3.3. Any element & € Q;(A,b) is called a maximal solution if for all
x € Q1(A,b),z > Z implies x = . That is elements x, Z are component wise equal.

Definition 3.4. Any elementi € ;(A,b) is called a minimal solution if for all
x € Q1(A,b),z < 7 implies x = . That is elements x, & are component wise equal.

Lemma 3.5. Let 4 = b as defined in eqn (1) . If (maxa,, maxaj,, minal,) <
j J J

(BT, 0L, bE) for some k € I, then Q1 (A,b) = ¢.



Proof: If <mjax aJTk,m]ax afk,m]in aly) < (biy, biy, bfy) for some k, then
mzn{(xﬂ,x@,xﬁ) < fk?ajkﬂ jk>} < < ]k’a ]k’a ]k’) < <quxark,m§aqxa§k,nljjnaﬂ)
' e < (bl b1y, i)
Hence mjaxmm{(xlj,xlj,xlj) (a Wjp. jk, jk)} < (bL b1, bh).
Therefore, no values of x satisfy the equation A = b.
Hence Q(A,b) = ¢.
Theorem 3.6. For the equation A = b, (A, b) # » if and only if & = [(:i"lTJ, T, 41505 €
I,] defined as (xﬂ,xL,xf}) = (mzno(a?k,bfk),mma (ajl-k,b{k),maxo (a jk,b o))
where
bl if a;pk > by

1  otherwise

bl if al, > 0!
rer oary ) Pk k 1k
o (ajkabjk) = { ’

0( ;Flw bT )

1  otherwise

F i F F
b) .
J 0 otherwise

is the mazimum solution of tA =b

Proof: If Q;(A,b) # ¢, then & is a solution of xA = b. For if & is not a solution,
then £A # b and therefore

mjaxmin(:i“lTj,i{j,:fcf}}(aJTk,aik, B 7 (s Dlg,» iy, ) for atleast one ky € I,,. By the

s ST AT AFN\ (AT AL AF T 1 pF
Definition of (Z1;, #1;, 21;), (21;, L1, T1;) < (bip, byg, byy) for each k and so
@&l #Y < T bl b Y

150 %150 ~1g T— Ilko’Flko’leOI
Therefore, <x1j7$1j7x1j><a]k’agk’ ]k) <blk0>blk0 b1k0>

I . .
<max alp, MaX dj, min af) < (bly,, big,, biy,) for some kg by our assumption.

Hence by Lemma 3.5 Q1(A,b) = ¢.

which is a contradiction. Hence Z is a solution. Let us prove that  is the maximum
one. If possible let us assume that g is another solution such that ¢ > & that is
<yﬂo,yfjo,yfjo> > <j%}07j{j07iﬂo> for atleast one j.

Therefore, by the definition of (1, , &{; ,Z1;,),

<y%;‘07 yirj(y yﬂ'o> > <min0(ajz;k7 b?k)? mino_,(ajl‘ok’ b{k)7 maxa ( ]0k7 bfk»

Since (A, b) # ¢,

by the Lemma 3.5 (maxajk, maxajlk, mln at) > (biy,, by, biy,) for each k.
Honce (8, b, V) # (maxmin(yl %, ), maxmin(y! ot ) minmaz(yf a5, )

which is a contradiction to our assumption that y € €;(A,b).

7



Therefore z is the maximum solution.

The converse part is trivial.

If the relational equation is the form Az =b.....(2)

where A is an fuzzy neutrosophic soft matrix of order m x n,

T = (<ZE?1, ‘7’{17 ZJlg‘1>7 e <ZL’£L, l‘{n, xfn»T? b= (<b{17 b{h bjﬁ% e <br{m7 b{mv bfm>)T we can
prove the following Lemma and Theorem in similar fashion. Let Q5(A,b) be the set

all solution of the relational equation Ax = b.

Definition 3.7. Any element & € (A, b) is called a maximal solution if for all
x € Qy(A,b),z > z implies x = . That is elements x, Z are component wise equal.

Definition 3.8. Any element & € 2(A,b) is called a minimal solution if for all
xr € Qy(A,b),x < & implies x = . That is elements x, % are component wise equal.

Lemma 3.9. Let Ax = b as defined in (2).
If (max a};, maxaj;, minat;) < (bf,, bk, k) for some k € I, then Qs(A,b) = ¢.

Theorem 3.10. For the equation Ax = b,Qs(A,b) # ¢ if only if
‘f“ = [<£3117 ‘%jllwff‘lﬂj S ]n] deﬁned as

<i';[17 i’gj'la ifl) = <mm0(a£i, bfl), mina,(aii, b£1)a maaca”(afi, b£1>>>

where
T T T
oy )b Y ap > by
o(a,, b))
ki» Ok1) =

1  otherwise

o (al b)) = by i ag; > by
ki> Tkl 1 otherwise

by if ag < b
0 otherwise
is the mazimum solution of Ax =b.

(0.5 0.6 0.2) (0.7,0.5,0.1)
(0.2 0.3 0.5) (0.6,0.4,0)

then we can find & = [({}, 21y, (1), (15, 212, 2(2)] in 2A =D

o’ (agiv bgl) =

Example 3.11. Let A = [ andb=1[(0.2,0.3,0.5) (0.5,0.3,0.1)]



<T ~T AF>

L11, X115 L1 mma(%k»blk) IIlklIIU (alkvblk) m]?xa (alkab k)

k
mkm(O 2,0.5), mgn(0.3,0.3),mkax(0.5, 0))

mklna(a%, ﬂ;) IIlklIIU (a%vb{k) m]?xa (a%vb )>

mkm(l 0.5), mm(l 0.3), m]?X(O,O.l»

0.5,0.3,0.1)

(

=

= (0.2,0.3,0.5)
(@15, 212, 215) = (
=
=

Then clearly
0.5 0.6 0.2)(0.7,0.5,0.1
((0.2,0.3,0.5) (0.5,0.3,0.1)) 20.2 i 0.g><<0_6 - O>> — ((0.2,03,0.5) (05,0.3,0.1))

To get the minimal solution & of A = b we follow the procedure as followed
for fuzzy neutrosophic soft matrix equation.

Step.1 Determine the sets Ji.(2) = {j € Ln|min((&];, #{;, 21}), (al, ajy, aky)) = bf,
for all k£ € I,,. Construct their cartesian product J(z) = J1(z) x Jo(&) X ... X J,(Z).

Step.2 Denote the elements of J(Z), by 5 = [Bx/k € I,]. For each
p € J(z&) and each j € I,,, determine the set

k(B,7) = {k € I,|8 = j}.

Step.3 For each § € J(&) generate the n-tuple
9(B) = g;(B)j € Im},

where
max (bl 01, bh) it k(B,5) #0

0i(B) = { 6
(0,0,1) otherwise

Step.4 From all the m-tuples ¢g(/3) generated in step.3, select only the minimal one
by pairwise comparison. The resulting set of n-tuples is the minimal solution of the
reduced form of equation zA = b.

Example 3.12. Let us find the minimal solution to the linear equation given in Ez-

ample 3.11 using the maximal solution T
Step 1. To determine Ji(z) for k =1,2.



S(2)=1{j= 1:2‘mi”(<${jax{j7$ﬂ>a <%’Tk>a§k>aﬁ>) = <b1Tk>b{ka bfk>}
= {min{(0.2,0.3,0.5)(0.5,0.6,0.2) }, min{(0.5,0.3,0.1)(0.2,0.3,0.5) } }
=(0.2,0.3,0.5) = {1,2}

Jo(2) = {min{(0.2,0.3,0.5)(0.7,0.5,0.1) }, min{(0.5,0.3,0.1)(0.6,0.4,0) } }
=(0.5,0.3,0.1)
= {2}

Therefore Ji(2) = Ji(2) x Jo(2) = {1,2} x {2} ={(1,2,(2,2))} =7
Step 2: To determine the sets K(f3,j) for each § = Jx(Z) and for each j=1,2.
For g = (1,2)
K(8,1) ={k=1,2|5, =1} = {1}

K(8,1) ={k =128 = 1} = {¢}
Thus the sets K(/3,j) for each 8 € J(2) and j = 1,2 are listed in the following table.
K1 1] K
0,2 | (F @
22) |10} (L2
Step 3. For each § € J(&) we generate the tuples g(3)
For 5 = (1,2)

() = 1B, (0203,05) it k(AL #¢

(0,0,1) otherwise
=(0.2,0.3,0.5)
92(8) = (0.5,0.3,0.1)
For = (2,2)

91(B) =(0,0,1)
92(8) = (0.5,0.3,0.1)
Therefore we can get the following table for

B g(8)
(1,2) | (0.2,0.3,0.5), (0.5,0.3,0.1)
(2,2) | (0,0,1),(0.5,0.3,0.1)

Out of which ((0,0, 1), (0.5,0.3,0.1)) is the minimal one. And also it satisfy
rA = b that is 2 = ((0,0, 1), (0.5,0.3,0.1))

10



Using the same method we have followed, one can find the g-inverse of a fuzzy neu-
trosophic soft matrix if it exits.

_ [{(1,1,0) (1,1,0) : _
Example 3.13. Let A = (1 0> 0,0,1)] To find the g-inverse, set AXA = A
and AX = B so that BA A, here
X — <I§17I§17x£1> x127x127$12 } and B — { bipb;bbfﬁ <b§27b§27b£2>
(x30, 251, 281) (25, Thy, 25) (D315 031, b31)  (baa, o, o)

To find B and X :
(O 0 00 0) |7 {571 = (60101 411.0)

1,1
1 0,0
<b{17 bil? bfl> - <mkll'l U(alk? blk)a min 0-/
)

=]

1" "

@y by ml?xa”(alkvblk» =(1,1,0)

(ayp: b
k
<b{27 b{27 bllw2> - <H1k1n O-(a%’ ka 7mk1n O-/(CLIZ ) maX O-N (a2k7 2k)> <17 17 O>
1,1,0) (1,1,0
Take (<bglab£17b£>u<b527b£27b52 |: 1’1’0 20 0 15 = (<17170>7<07071>)
<bgl> b£1> b§1> = <mkln O1k, b2k)> mkin<01k7 ka;) mkax(alk? 2k)> <0> 0> 1)

<b527 b£2> b§2> = <mkin(a2k7 b%)a mkin(al%a b;k)a m]?X(UZka ka)> = <17 L, 0>

5 (1, 1,0> (1, 1,0)
Therefore B = {«)7 0.1) (1.1,0)
The AX = B becomes

} which satisfy BA= A

[(17170 L1, } {371175’71175’510 (fo,xb,xféq _ {<1>170> <17170>}
(0,0,1 1,1,0)] ({731,281, 751) (%3, Tho, 35) (0,0,1) (1,1,0)
(1), 211, 21) = <mkm(‘7klabk1) mkm(alclabm) m]?X(Ukhbkl» (0,0,1)
(T oy w3 = (min(on1, Bio). min(0}, Byp). max(ofy. b)) = {1,1,0)
(1, 250, 251) = (min(oxz, by ), min(o4, byy), max(glﬁa b)) = (1,1,0)
(139, 039, T5) = (min(opa, b2 ), m (0k27 ;cz) (%2: 22» =(1,1,0)

(0,0,1) (1, 1,0)
(1,1,0) (1,1,0)
Hence X is the mazimum g-inverse of AX A = A.
To get the minimal solution: Let us find the minimum B from BA = A and using
the minimum B in AX = B we can find the minimum X

1,1,0) (1,1,0)] [(1,1,0) (1,1,0 1,1,0) (1,1,0
Consider {20,0,15 §1,1,0§} {21,1,05 20,0,15} - {21,1,0; 20,0,15}'
Step 1. Determine the set J;j(B)

Therefore X = { ] . Clearly AXA=A

11



Ji1(B ) = {min{(1,1, ), (1,1,0)},min{(1,1,0),(1,1,0)}} = (1,1,0)
={(1,1,0),(1,1,0)} = {1,2}

Jio(B) = {min{(1,1,0), (1,1,0)}, min{(1,1,0), (0,0, 1)}} = (1,1,0)
={(1,1,0),(0,0,1)} = {1}

Jo1 (B ) = {min{(0,0,1),(1,1,0)}, min{(1,1,0),(1,1,0)}} = (1,1,0)
={(0,0,1),(1,1,0)} = {2}

Jao(B) = {min{(0,0,1), (1,1,0)}, min{(1,1,0), (0,0, 1)}} = (0,0,1)
={(0,0,1),(0,0,1)} = {1,2}

Let B = Ju(B) x Ji2(B) = {1,2} x {1} = {(1,2), (2,1)}
Ba = Ju(B) x Jn(B) = {2} x {1,2} = {( 1),(2,2)}
Step 2. Determine the set K(By,j) for k=1,2 and j = 1,2
For py = (1, 1)K(B1,1) = {1,2}

K(51,2) = {¢}
For By = (2,1)K(51,1) = {2}

K(B1,2) = {1}
For By = (2, 1)K (ﬁz, 1) = {2}

K(f2,2) = {1}

For By, =

(272)K(ﬁ2,1) ={¢}
K(6272) = {172}

Writing the values in tabular form we get

(Blaj) 1 2
(1,1) [ {1,2} | ¢
2,1) | {2} |1
(B2,5) | 1 2

(2,1) | {2} | {1}
(2,2) | {0} | {1,2}

Step 3. For each By let us generate the g(By) tuples

For 5, = (1,1)
gi1(B1) = (1,1)
91(61) = ke%l(e(gfl){“’ L, O>v <17 1, 0>} = <17 1, 0>
92(61) = <070’ 1>

For (B1) = (2,1)
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g2(B2) = max{(1,1,0),(0,0,1)} = (1,1,0)
The corresponding tabular forms are given by

(B1,7) 9(Br)

(171> (<1717O>7<O7O7 1>)

(2,1) | ((1,1,0),(1,1,0))
(B2,7) 9(B2)
(2,1) | ((0,0,1),(1,1,0))
(2,1) | ({0,0,1), <1,1 0))

By pairwise comparison we can find out the minimum in each of the above
table, we get

5 [(1,1,0) (0,0,1)
b= [(0, 0,1) <1,1,0A>1

Using the minimum B in AX = B we can find the minimum X

Now AX = B i
(1,1,0) (1,1,00] [(0,0,1) (1,1,00] [(1,1,0) (0,0,1)
[(1,1,0> (0,0, 1>} [(1,1,0) (1,1 0)] [(0,0,1) <1,1,0>]
Step. 4 Determine the set J;;(B)
Jn(X) = {min({(1,1,0), (0,0, 1)}, min({(1,1,0), (1,1,0)}} = (1, 1,0)
= {(0,0,1)(1,1,0) = {2}
Ji2(X) = {min({(1,1,0), (1,1,0)}, min({(1,1,0), (1,1,0)}} = (0,0,1)
={{1,1,0)(1,1,0) = {¢}
ng(X) = {min{{(1,1,0), (0,0, 1)}, min({(0,0,1),(1,1,0)}} = (0,0, 1)
={(0,0,1)(0,0,1) = {1,2}
Jaa(X) = {min({(1,1,0), (1,1,0)}, min({(0,0,1), (1,1,0)}} = (1,1,0)
= {(1,1,0)(0,0,1) = {1}

Let 61 = Jllé X J12B = {2} X qb
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By = Jyn B x JuB ={1,2} x {1} = {(1,1)(2,1)}
Step 5. Determine the set K(fB,j) for k=1,2 and j=1,2
For By = {2} K(p1,1) =¢
K(51,2) = {1}
For By = {2,1}K(Ps,1) = {2}
(627 ) {1}
k(Br,j) | 1] 2
{2} xo | ¢ | {1}

k(B2 j) | {12} | ¢
(LY ({12} ] ¢
2,1 | {2y [{1}
Step 6: For each [y Let as generate the g(By) tuples.
For 51 = {2} x ¢

91<51) <O7O7 1)

92(B2) = (1,1,0)
Forpy = (1,1)
91(52) = <17 ) >
92(62) - <O’ ) >
Forpy, = (2,1)
91(82) = (1,1,0)

92(52) <O 0, 1>

The corresponding tabular forms are given by
B g(B1)
{2} x ¢ | (0,0,1),(1,1,0)

B g
(1,1) <1,1,0>,<0,0,1>
(2,1) <1,1,0>,<0,0,1>

To get the X select a minimum row from each table, that is

v 0oy 1L
(1,1, > (0,0,1)
Clearly this X satzsfy AXA = A and we observe that

XX—{ ({1,1,0 0<a<1,0<a <1land0 <" <1 with
1,1,0 (o, a")

a+a +a" <3)is the set of all g-inverse in [X, X].
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Conclusion: The maximum and minimum solution of the relational equation
xA = b and Ax = b has been obtained. Using this relational equation maximum and
minimum g-inverse of a fuzzy neutrosophic soft matrix are also found.
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