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Abstract

A neutrosophic uncertain linguistic variable is composed of an uncertain linguistic variable and a neutrosophic number, which has
more advantages than both of uncertain linguistic variable and neutrosophic number in expression. Therefore, the decision-making the-
ory and its related methods based on neutrosophic uncertain linguistic variables have received wide attention of scholars. This paper
mainly studies the new expression and operations of single value neutrosophic uncertain linguistic variables and its application in mul-
tiple attribute group decision-making (MAGDM). First, a new form of single value neutrosophic uncertain linguistic set (NFSVNULS)
and its operational rules are defined. Then, a new form of single value neutrosophic uncertain linguistic variable weighted arithmetic
average (NFSVNULVWAA) operator and a new form of single value neutrosophic uncertain linguistic variable weighted geometric
average (NFSVNULVWGA) operator are proposed. Furthermore, a MAGDM method based on the proposed aggregation operators
is put forward. Finally, an example of investment is used to demonstrate the feasibility and effectiveness of the proposed method.

© 2018 Elsevier B.V. All rights reserved.
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1. Introduction

While dealing with the decision-making problems, peo-
ple like to use the precise values to describe the attributes.
However, in a real decision environment, there are many
complex and changeable factors, and then decision makers
have to use linguistic evaluations for their fuzzy expres-
sions. For example, decision makers like to use “excellent”,
“good”, and “poor” to represent the evaluation values.
Hence, Zadeh (1975a, 1975b) proposed a linguistic variable
set S = {80,81,52,83,---S,} (p is an even number) to
express the evaluation values. Xu (2004) proposed the con-
cept of uncertain linguistic variables and defined the oper-
ational rules. Wang (2007) used the binary semantic and
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evidenced reasoning method to construct the decision
model for multiple attribute group decision-making
(MAGDM) problems. Fan and Liu (2010) designed a func-
tion of multi-granularity uncertain linguistic mapping to a
trapezoidal fuzzy number and constructed the MAGDM
method. Zhang and Guo (2012) studied multiple granular-
ity decision-making problems with the incompletely known
weights and uncertain linguistic values of attributes.

In the linguistic evaluation environment, the degree of a
linguistic variable only indicates the linguistic evaluation
value of a decision maker, but cannot depict the uncer-
tain/hesitant degree of decision makers. In order to over-
come this drawback, the combinations of linguistic
variables and other sets have been put forward. For exam-
ples, Ye (2014) proposed an interval neutrosophic linguistic
set (INLS) and an interval neutrosophic linguistic number
(INLN); Ye (2015) proposed a single valued neutrosophic
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linguistic set (SVNLS) and a single valued neutrosophic
linguistic number (SVNLN); Said, Ye, and Smarandache
(2015) and Ye (2017a) proposed the interval neutrosophic
uncertain linguistic variables; Smarandache (2015) defined
the concept of neutrosophic linguistic numbers and Ye
(2016) proposed the Neutrosophic linguistic number
weighted arithmetic average (NLNWAA) operator and
Neutrosophic linguistic number weighted geometric aver-
age (NLNWGA) operator; Ye, Mahmood, and Khan
(2017) presented the idea of hesitant single valued neutro-
sophic uncertain linguistic sets and hesitant single valued
neutrosophic uncertain linguistic elements (HSVNULESs);
Ye (2018a) defined hesitant neutrosophic linguistic num-
bers; Ye (2017b) proposed the concept of hesitant interval
neutrosophic linguistic sets by combining the three con-
cepts of the HFS, interval neutrosophic set, and linguistic
set; Ye (2017¢) proposed the concept of a linguistic neutro-
sophic cubic number (LNCN), including an internal
LNCN and external LNCN; Liu, Khan, Ye, and
Mahmood (2018) proposed the concept of hesitant interval
neutrosophic uncertain linguistic sets (HINULSs) and hesi-
tant interval neutrosophic uncertain linguistic elements
(HINULES) and so on (Fan & Ye, 2018; Fan, Ye, Hu, &
Fan, 2017; Fang & Ye, 2017; Liu & Shi, 2017; Liu, 2016;
Teng, 2016; Ye, 2018b). Neutrosophic set is a very power-
ful tool to deal with incomplete and indeterminate infor-
mation proposed by Smarandache (1998) and has
attracted the attention of many scholars (Abdel-Basset &
Mohamed, 2018; Abdel-Basset, Mohamed, Zhou, &
Hezam, 2017; Abdel-Basset, Gunasekaran, Mohamed, &
Chilamkurti, 2018; Abdel-Basset, Gunasekaran,
Mohamed, & Smarandache, 2018; Abdel-Basset,
Mohamed, & Smarandache, 2018a, 2018b; Abdel-Basset,
Mohamed, & Chang, 2018; Abdel-Basset, Mohamed,
Gamal, & Smarandache, 2018; Abdel-Basset, Mohamed,
Smarandache, & Chang, 2018; Abdel-Basset, Zhou,
Mohamed, & Chang, 2018; Fan, Fan, & Ye, 2018;
Muhiuddin, Bordbar, Smarandache, & Jun, 2018;
Pramanik, Dey, & Smarandache, 2018; Pramanik, Roy,
Roy, & Smarandache, 2018a, 2018b), which can provide
the credibility of the given linguistic evaluation value and
linguistic set can provide qualitative evaluation values.

In this paper, a new form of single value neutrosophic
uncertain linguistic set (NFSVNULS) and a new form of
the single value neutrosophic uncertain linguistic variable
(NFSVNULYV) are proposed. In NFSVNULS, we adopt
two dimensions to express the evaluation of each expert,
the uncertain linguistic part is applied to express the lin-
guistic evaluation and weight for different experts, and
the single value neutrosophic part is used to depict the
degree of linguistic evaluations. Then, we define its opera-
tional rules and propose two aggregation operators based
on NFSVNULYV. Compared to relevant aggregation oper-
ators for linguistic variables, on the one hand, we add the
weights of linguistic evaluations to depict the important

level of different experts in NFSVNULYV. Thus, it can
not only reflect the linguistic evaluation of each expert,
but also can depict the important degree of different
experts. On the other hand, we use the expanding function
to ensure that the linguistic information aggregation results
do not appear ‘“distortion” and “transboundary” phe-
nomenon. The main purposes of this paper are: (i) to pro-
pose the concepts of NFSVNULS and NFSVNULYV; (ii) to
propose the operational rules of NFSVNULS; (iii) to
propose a new form of single value neutrosophic uncertain
linguistic ~ variable  weighted  arithmetic  average
(NFSVNULVWAA) operator and a new form of single
value neutrosophic uncertain linguistic variable weighted
geometric average (NFSVNULVWGA) operator based
on the operational rules of NFSVNULS; (iv) to put for-
ward a MAGDM method based on two aggregation oper-
ators, and (v) to apply the proposed method into an
example of investment to demonstrate the feasibility and
effectiveness of the proposed method.

The organizations of this paper are as following: Sec-
tion 2 describes some concepts. Section 3 proposes two
aggregation operators based on NFSVNULS. Section 4
establishes a MAGDM method based on two aggregation
operators. Section 5 provides an illustrative example to
demonstrate the application of the proposed method. Sec-
tion 6 contains conclusions.

2. Some concepts

2.1. Linguistic set

Definition 1 (Zadeh (1975a, 1975b)). Set S = {s;|j € [0,4]}
as a linguistic variable set, in which q is a sufficiently large
even number. Then, for any two linguistic variables
Smysn €S and m,n € [0,q], they satisfy the following
properties:

Order: if m < n,thens,, <s,;
The negative operator: Neg(s,) = s,,n = q — m;
The max operator: if s,, < s,, then max {s,,,s,} =s,;

The min operator: if s,, <s,, then min {s,,,s,} =s,.
2.2. Uncertain linguistic variable

Definition 2 Yo (2017c). Set S = [sg,51], 5655 € 8:0 <
g < h <gq, where q is a sufficiently large positive integer,

Sg is the lower limit of S and sy, 1s the upper limit of g’, then

~

S is an uncertain linguistic variable.

For the sake of convenience, we suppose S is a set of all
uncertain linguistic variables.

Set S1 = [s¢1,5m] and S» = [s,2, 512] as two uncertain lin-

guistic variables, the number A > 0, they have the following
operational rules:
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S1®8 = [Sgng_%»Shwth]qﬂ}; (1)

5188, = [SMJM}; (2)
q q

AS) = {Sqq*(li_l)*’sqq*(l%)’:}' (3)

2.3. The new uncertain linguistic variable set

Definition 3 Liu (2016). Set S = [Se(), Shpy] as an uncer-
tain linguistic variable, L as an universe of discourse,
VI € L,Squ),Spay €8,0 < g(1) < h(l) < g, Sy is the lower

limit of S and S,

new uncertain linguistic variable set S as following:

is the upper limit of S, then we can get a

S = {(w(l), [Sew - Sup])|! € L}

In which w (I): L — [0,1] means the important level of 1
in the universe L and >, w(/) = 1.

2.4. The fuzzy set (FS)

Definition 4 Zadeh (1965). Let L be a universe of dis-
course, a fuzzy set in L is defined as 4 = {( 1, u4(I))|l € L},
where u,(1) is the membership function of the fuzzy set A,
and 0 < uy(l) <1.

2.5. The intuitionistic fuzzy set (IFS)

Definition 5 Atanassov (1986). Let L be a universe of
discourse, an IFS in L is defined as: 4 = {( /,uy(),
va(1)|l € L}, where uy(I): L - [0,1] and v4(/): L - [0,1]
are the membership function and non-membership of IFS
A, respectively.

2.6. New linguistic intuition fuzzy set (NLIFS)

Definition 6 Liu (2016). Set S = {s;[j € [0,¢]} as an LS;
g+ 1 is the cardinality of S. Set L as a universe of
discourse, VI € L,Sq) € S, then a NLIFS is defined as
following:

R = {(w(D), S, ull), v(D))|1 € L}

In which w (1): L — [0,1] means the important level of 1 in
the universe L; u(/) : L — [0,1] and v(/) : L — [0, 1] mean
membership and non-membership of a linguistic variable
Se), respectively. >, w(l) = Lu(l) + v(l) € [0,1].

For the simplicity of description, we denote the new lin-

guistic  intuition fuzzy number (NLIFN) into
r = (Syy (D), v(D)-

g(l)’

Set r = <Sw((111)) u(ll),U(11)>, ry = <S:((/122)),u(12),1)(12)> and
ry = (S ) u(l3),v(l3)) as three NLIFNs, f () is expand-
ing functlon and 4 € [0, 1], the operational rules are listed
as follows:

S (f w(l))+f (w(h)))
1 @2 = (8 >»«g<§|) or0(1)02)?
() +/ (w(12))
1= (1 =u(l))(1 = u(ha)), v(l)v(L2)). 4)
—1 ,
dry = (S ST — (U= u(0)) o(h)) (5)

According to the operational rules of NLIFNs, they
have the following properties:

(1) (Commutative law) r @ ry =r @ ry;
(2) (Associative law) (11 ®r) Br; =r @ (r & r);
(3) (Distributive law) A(r; © ry) = Ary ® iry.

Definition 7 Liu (2016). Set r= S\ u(1),0(1)) as a

NLIFN, then the expectation E () and the accuracy H
(r) can be defined as following:

B(r) = 5 (1 +ull) = (i) £ ©
—w@uv
) = () 52 )t + o) )

2.7. Expanding function

In order to ensure the results of linguistic information
aggregation do not appear “distortion” and “transbound-
ary” phenomenon, we propose the concept of expanding
function.

Definition 8. Set function f: [0,1] —» [0,00) and f (t) is
continuous function in [0,1), which is called expanding
functions if and only if satisfies the following conditions:

(1) f (t) is strict monotonically increasing in [0,1);

Based on Definition 8, it shows that f (7) has the inverse
function. Some expanding functions are list in Table 1.

In this paper, we use f(¢) = ﬁ — 1 as the expanding
function and its inverse function is f~'(f) = 1 -1,
which is easy for calculation.
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2.8. Single-value neutrosophic set

Definition 9 (Smarandache (1998), Smarandache et al.
(2009), Kandasamy and Smarandache (2011a),
Kandasamy and Smarandache (2011b)). Let X be a given
universe, and then R= {(x, Tr(x),Ig(x), Fr(x))|]x € X} is a
single-value neutrosophic set (SVNS). Tr(x) is a truth-
membership function, Fr(x) is a falsity-membership func-
tion and /g(x) is an indeterminacy-membership function.
Tr(x),Ig(x), Fr(x) € [0,1] and 3 > Tr(x) + Ir(x) + Fg(x) > 0.

The operational rules of two SVNSs M and N can be
defined as following:
IM(X)IN(X),

M@N: TM(X)+TN(X)—
Fy(x)Fy(x),Vx € X;

IM = (1= (1= Ty (x)), (L, (), (Fur(x))), 4> 0, ¥x € X.
M*=((T,,(x))", 1 = (1 = Ly(x))", 1 = (1 = Fy(x))), 2> 0,Vx € X

TM(X)TN(X),

2.9. A new form of single value neutrosophic uncertain
linguistic set

As an extension of Definition 7, we present a new form
of single value neutrosophic uncertain linguistic set
(NFSVNULS) as following:

Definition 10. Set S = {s,/x € [0,¢]} is a continuous
linguistic variable set, set L as a universe of discourse,
VI €L, [Sen),Sun] €S, and then an NFSVNULS is
defined as:

R = {( w(l), (ISet, Swn) tr= (1), ix= (1), fo- (D)) € L} (8)

In which w(l): L — [0,1] means the important level of | in
universe L, 7-(/): L - [0,1]: f5(7): L —[0,1] and i (7):
L — [0,1] mean truth membership function, falsity mem-
bership function and indeterminacy membership of linguis-
tic variable Sg(, Sy, respectively, > ,,w(/)=1 and
0<e()+i(l)+ /() <3

For the simplicity of description, we simplify the
new form of the single value neutrosophic uncertain

linguistic variable (NFSVNULYV) into r = <[SW((;)),SZ'(<IZ))],

w()(t(D),i(1), £ (1)) =[St Spol. T(1), 1(1), <>>, where
(l)—l—( —t(l ))"”) ():(i(l))”’”) F(l) = (f(1)""
Set = (Su Sy w() (1), i), £ (1 >>>

(156 :f;],wuz)(r( 2),i(h). /(1)) and <[S“<z’f?

3

Table 1

Five kinds of expanding fuctions.
fo<i<i) '
tan(5t) 2 arctan(t)
1 1—-L
l—l 1 1 l+ll

1 \/l_
(—1')(1—0 1—o!
eri—e 1- In(el+t)

SZ'((1133))],W(13)(t(13),i(l;),f(l3))> as three NFSVNULVs, f
(t) is an expanding function and 2 € [0, 1], the operation
rules of NFSVNULVs are listed as following:

~ T )R ) o T D)) (w(12))
1 @72 = ([Sjuum) g<11>+m<12> Jra(1a) 2 1t 11>> (1))
TN (1)) T (1))

T(L) +T(L) —T(Lh)T(L), I(L)I(L),F(L)F(l2)) 9)
N~ L (w(ty)) I
= (S S5,
L= (1= T(L)", (1), (F(1))) (10)
~ 2 o)) (o)) 1
R (s, V) st O gy

(1—1(h)" 1= (1 =F(l))") (11)
where T(1) = 1 — (1 —«(1,))"" 1(1;) = (i(1,))"", F(1,)

= ()" for i=1,2

These operational rules of NFSVNULYVs satisfy the
following properties:

BT =T BTy (12)
/1(71 @72) e (13)
(rLorm)orn=ro(rmernr) (14)

Proof. (1) According to Formula (9), we can easily obtain
it.

~ Y o e T ) (1) of T v (1)
(2) 2 (” @ ”) - A<<[S’<'~<u)>*«z<rf> i) es) St )i ) (1)) )
Fo(1))+ (w(12)) F0v(11)) 47 (w(12))

T(11)+T(12)—T(11)T(12) 1(11)1(12),F h)F (1))
_ /T AU )+ f (Al
- <[S/("’(11)) (11)]W(”<12)) S

SOw(1)) 4/ (w(12)) .f(w
1= (1= (T(l)+T(l) —
(F(ZI)F(IZ))))

§f A On) | gf N (1)
S S

/Ll"l@j.l”z

L= (1= T )Y (F))) @ (5,00,

S Of (w(l
Sh(lzg ( (2)>)L 1 —

(w(12))))n(1) )
(w(12))))

i
o
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Because f(f ' (x)) =

AU O )))
(s ())&t ) 47 (1~
I )+~

X, SO

i@ i = () - ()i,

)
TG () TG (1))
(F G ovan)))+£ (17 01

L (o)A ) 1 G (’z
7T MGG

+(1-@1- (lz))") + (1 —(1- T(ll))") (1 —(1-
() (I(1 )))}(F(l ));'(F(l )

(11))+24f (w( S
Dttty S

(/71 G ()
1
T

(r
(s

(-

xS

=

(
e
= (S utretrn) A,
COECO) F))

)
(00 + T~ T (zl>1<zz>>%
(F<11>F<zz>>i)>

Then, we can get A(r| © ) =
S (w(

ST )
<[S (w(1y) )g(lll) wi

(2 h(ly)+
F(w(1))+f(w(12) ) £ (w(11))+
+T(h) - ( ) (L), 1(1)I(13),

)
F(L)) & (k) Sl T(13), 1(

(;1 @;2) Dry=

o5
~

O ) ()L 3
T 7 e

Sf" (O eI C)NE

101 o) ({2

ftf’*‘( '( (11))

T(l )+T(12)
+T(L) =T

T(h)+T(h)+ 1
—T(L)T(L)+T(LW)T(L)T (), I(L)I(
F(L)F(L)F(13))

;1@<r2@r3) (1Sg W/' S;: 1)] T(h),I(h),F(Lh)>®

[S/ Y (i) + (w(iz ) ST ) S (w(l3))) ]
JOw( 12 #g(lp)+/1 2(13) 7 1 0v(1y)eh ()41 (w(13))+h(13) 12
(w(R2))+/ ”(’3 )
)—

F(w(2))+/(w(13))
T(12)+T(13 T(L)T(15),1(1)I(15),
F(L)F(13))

S (U )L I+ (w(1) )
A (O i () L2 ():g(’gzlz);yf(:((llg)))*g(h)
PTG (1)) = (15)
S/”‘(f(f”(/(%(lz) +Hf w(l))+/ (w(h)))
+h(1y)+/ (w(l3))+h( Ig)

)
SO (w(12) 47 ((13))) ol )<,(2) el 3))
SO ()4, (w(12))+70v(13))

(v
X T(l) +T(ls) = T(L)T(L3) + T(l) — (T(l) + T(l3)
=T(L)T(L)T (1), 1(1)I(13)I(0), F(L)F(53)F (1))

k)
EACRELUY

sty

_ <[Sf"(f<w( D) Ov(12)+/ (w(1))
(rwl) £(1) +/v(ly >g<zz>+r<w<zz>w<13>)’
f(w(1 f fOw(l3))

1
1))+ (w(12))+7 (w(13)
f L Ow(2)+f (w(la))+f (w(13))) ]
(w 1) hww lz)>*h(12)+f(w( w(@) ’
(v(1))+/ (w(12))+/(w(13))

T(h)+T(hL)+T(l) = T(L)T(L) — T(L)T(15)
T(L)T (1) + T(I)T(L)T (1), L(I)I(1)I(1),
F(I)F(L)F(L3))
Then we can get (71 @ ;2) Brs=ro <;z 53] ;3>~ O

Definition 11. Set 7 =< [S¥()), S;)], w(0)(¢(1),i(1), £ (1)) >
as an
NFSVNULV.-

T(1) = 1= (1= e0)""1(D) = )™ F (1) = (£(1)""
then the expectationE(r) and the accuracy H(r) can be
defined as following:

<)
q
+w(l)—>) (15)

h(1)
w(l) 7) (T (1) +1(1) (16)

In which ¢ + 1 is odd cardinality of an LS {s,|x € [0, ¢]}.
Based on the Definition 11, we propose a sorting
method for NFSVNULYVs.

Definition  12. Set 71 = ([Si{", S}, w(l) (e(1), i(hy),
S 72 = (Se i wba) (1), (1), £ (1)) as two

NFSVNULVs, then

If E(;l) >E(;2), then;l - ;2,'
If E(;l) :E(;z) then

If H(;1) >H(;2), then;l - ;2,'
If H(;l):H(;z), then;l ~ ;2,'
If H(;l) <H(;2), then;l < ;2.

3. Two aggregation operators for NFSVNULVs

o0 ~ W lk 4 lk .
Definition 13. Set Vg = <[Sg(( )) Sh((lk)] (lk)(t(lk)al(lk)?

f(lk)))GINQ(kfl 2,---,n) as a NFSVNULV, f (t) is
expandmg functlon then the mapping NFSVNULVAA:

R* — R as the arithmetic average operator of the
NFSVNULYV, which can satisfy the following conditions:
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NFSVNULVAA(?l,?z, . ?) — BT DO,

O ) 1 (L)
<[SZH (o SZ i) eh(t) b
> s (1) o)
l—ﬁ(l—T(l ), - (1), HF (17)
i=1 i=1 i=1
T(1) = 1= (L=e(1)"", 1(8) = ()", F() = (F(1)"".

Proof. (1) When n = 1, the result is obvious.
(2) When n = 2, according to Formula (9), we can get
NFSVNULVAA (7|, 7)) = 71 © 7,
_ <[Sf"(f(W(ll))+f(W(lz)>) S w(In)+f (1))
Jelt ()2t ials)? t )M S o)
S (w(11))+/ (w(12)) LOv(1)+ (w(12))
T(h) +T(h) = T(L)T(L), I(1)I(L), F(1)F(L2))

If k= m, Formula (17) is established, then we can get
NFSVNULVAA (71,79, ,

T o)) S
(1))

= m ” 1_ 1
qSM S *~</> AR
Do) " ()

1

)=?1@?2@~--@?m

Then
NFSVNULVAA (71,72, -, Faus Pyt

@rm@rerl

SO )y s (O )
7<[§JZ:":I.r<w(1,))*g(1,-) ’SJZ:":lﬂw(l,))*h(l,v) ]

=rord---

)
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_ s (e ot (T )y

S et TS (1))
S () S ()
m+1 m+1 m+1

I—EI—T H[ HF

To sum up, when i=m + 1, Formula (17) is true, and
then following with the mathematical induction, the result
of aggregation is also true. [J

Definition ~ 14. Set 7, = ([Su(), Sp(8 L w(le) (¢(10), i( L),
) ef’é(k: 1,2,---,n) as an NFSVNULYV, f (t) is
expanding function, then the mapping

NESVNULVWAA:R* — R as the weighted arithmetic average
operator of the NFSVNULYV, which can satisfy the follow-
ing conditions:

NESVNULVWAA(ry, 7oy« -+, 1) = Z Jiti
_ () s (3o s )
= By s ’SZ?mwww )

Z Fov(1)) Z: /0oC)

1—H (1-T le,)’f HF (18)
i=1

where T(1;) =1— (1—¢(1,))"",1(1;)) = (i(1,))"", F(1,) =

(F()"" 2 is the relative weight of 7:,4; € ([0,1]) and

Z:’:ll,{i = 1

Definition  15. Set Ty = ([Sui, Sy T, w(lo) (t(h), (L),
f(l))) € R(k=1,2,---,n) as an NFSVNULV, f(f) is

expanding function, then the

pingNFSW\/ULVWGA:IN?* R as the weighted geometric

map-

ST (i) ST (i) average operator of the NFSVNULV, which can satisfy the
- " following conditions:
W(lnt W(ln+
L= =), [T, TTF@) & (Sagr s, o .
i=1 i=1 i=1 NESYNULVWGA(Fy, o, -+, 7a) = Y 7
T lm 7] lm 1 aF lm —1 —1 n w(l;) n .
(1), I (L1 ), F (L)) _ (s (2 romt W) (et ”LHT(L-)"A
Z FOu(1;))e(17) lelf(w(/,-))xh(/,-) L.
Zi: (1)) > s
=T =1y 1 =TJa = F)», (19)
i=1 i=1
— (s A Q0 )4 (i) ¢ W(li) )£/ (L) )
A i ! )
/"'(Z,:lf(w(,))%%w( i) e(mil) ‘(Z z>) % (e )y 1)
r (T o)) 4 (5(t)) r (0T roel)) 4 (e t))

m

=0 = 7)) + Tl) — (1 -

i=1 i=1

[T = 7))« T(1uir) + ﬁ (L)

m

) LGRYIANN | GO

i=1 i=1
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where  T(,) =1— (1 —t(1;))"", 1(1;) = (i(1))"", F(1,) =
(f(1))"",J; is the relative weight of 7/, € ([0,1]), and
iA=L

Proofs of Definition 14 and 15 are similar to that of
Definition 13, so we don’t repeat it here.

4. MAGDM of NFSVNULVS

In this section, we consider a MAGDM problem under
the NFSVNULS environment. We set B=
{B,,Ba,--,B,}as the solution set, C ={C,,Cy,---,C,}
as the attribute set, L = {/,,l5,---,1,} as the expert set
and S = {s,Ja €[0,g]}as the linguistic assessment
set.l = (A Jo- -+, 4,) withy; > 0and>"" 4, = 1,
w= (WLWz; .. 7wp)r with w; > Oandezle = lexpress the
weights of attributes and the weights of experts, respec-

tively. Set rfj@asthe evaluated value of solution B; with attri-

bute C; expert/;, ’”(]'() = <|:Sgij(lk>’Shf/(l/\):|,

7

tij(lk)v iij(lk)’fij(lk» ER (k =12, vp)a Sg{j<lk)’Shi/‘(lk) €5,
ty(le) € [0,1],45;(1x) € 0, 1], f (L) € [0, 1], 255(1) + di5(1x) +
Si;(Ix) € 10,3]. Then we can get the neutrosophic linguistic
decision evaluation matrix, which is shown in Table 2.

made by

Stepl: According to the weight vector
w= (wwy- 7wp)T of experts, we change R, = (r,(-jl-‘))m*n
into new neutrosophic linguistic decision evaluation
matrixR; = (?f_f))m*n, then we can

—(k) w(ly w(li) .
get(ry ), = ([Sui) Sieh Jow(le) (65 (1) (1), f (1)) )

(k=1,2,3,..., p).
Step2: Selecting the expanding function f (t) and using

NFSVNULVAA, we aggregate kk of each expert, then
we can get the comprehensive neutrosophic linguistic deci-

sion evaluation matrix R = (r;), ., in which:

ry= SVNULVAA( i)
=r @;ij @...@;U(")

() S (DT s ’k)

<[szk St () Szk SO0 sty (1)
Zk /O Zk /)

P
I_H - l/ lk H[l/ lk

k=1

L Fl) = 1,2, omsj = 1,2, ),
w(/, . w(l
Ty(le) = 1= (1= t(0y)) <k>,1,¢,~<zk> = (iy(1))"",
w(ly

Fyl) = (1)

Step3: Using the NFSVNULVWAA operator or the
NFSVNULVWGA operator, we assemble the number i
row neutrosophic linguistic decision evaluation informa-
tion of the comprehensive neutrosophic linguistic decision
evaluation matrix R, and then we can get the evaluation
value 7; of the solution B;:

Fi = NESYNULVIWAA(Fy, Fio, -+ Fin) = ;lij?g

3

= NFSVNULVWGA(r1, ria, - - -

— no—
Vin) = E rij =
) m) =11

Table 2
The decision matrix R of expert /.
C] Cn

By <[Sg“7Shn]7111(1)71.11(1)7].11(1» <[ng7shm]vtln(l)>i1ﬂ(l)7fln(l)>
B (g > Stuls 21 (1), 821 (1), f o1 (1) (ISg0,> Sl t20 (1) 820 (1), £ 2 (1))
By, <[ng1 ) Shm]v tml(l)v iml (1)1fm1 (l)> <[SgrrArr"Shnx/1]7 tmn(l)v imn(l)vfmn(l»
Table 3
The decision matrix of expert /;.

C C C; Cy
B ([S4,55],0.5,0.2,0.3) ([S5,S5),0.6,0.1,0.3 ([S5,5¢),0.7,0.1,0.1) ([S4,5,4],0.7,0.1,0.1)
B, ([Ss,S5],0.6,0.1,0.2) ([Ss,S6],0.7,0.1,0.1 ([S4,S5],0.6,0.1,0.2) ([S4,S5],0.6,0.2,0.2)
B; ([S4,54],0.7,0.1,0.1) ([S4,5,4],0.6,0.1,0.2 ([S5,S5),0.6,0.1,0.2) ([S5,55],0.7,0.1,0.2)
By ([S4,8,],0.7,0.2,0.1) ([S3,85],0.5,0.2,0.2 ([S4,54],0.6,0.1,0.2) ([S3,54],0.6,0.2,0.2)
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= (Z”., f<w<1,->’:f)> = (Z”., f'(v1’(li)j‘f)) n .
(1S St T,
Z/_ilf(w([,')*g(/[)) Z_H Fow(1)eh(1)) P
Do () Do S '
=TT =17 1 =TI = F@) )i =12, ,m
=1 j=1

Step 4: According to the Formulas (15) and (16), we cal-
culate the expectation E(r;) and the accuracy H(r;) of
ri(i=1,2,---,m),then we can determine the rank of solu-
tions based on the value E(r;) andH (r;).

5. An illustrative example and comparative analysis
5.1. An illustrative example

In this section, we discuss a decision-making problem
adapted from the literature (Teng, 2016). There
are four companies such as car-company(B;), computer-
company(B;), food-company (B;) and TV-selling-
company(B4). A science-technology company wants to
determine which company can be selected for investment.
Then, three experts are invited as a set of the decision mak-
ers L = {/y,,,/s} and the importance of three decision mak-
ers is given with a weight vector w = (0.4,0.32,0.28)".
Then three experts evaluate these four companies based
on four main attributes. The first attribute is the venture
analysis, the second is the grown analysis, the third is the
social and political impact analysis and the last is the
environmental impact analysis. The weight vector of them
is 4 =(0.32,0.26,0.18,0.24)" .the linguistic set is §=
{so = very low, s; =low, s, = medium low, s3 = fair,

s4 = medium good, ss = good, s = very good}. The
evaluation values of each expert are list in Tables 3-5.
Step 1: Changing the neutrosophic linguistic decision

evaluation matrix R, = (r ,(]k)) into new neutrosophic lin-

guistic decision evaluation matrix Ry = (r f/ g (K=1,2,

3) with w= (0.4,0.32,0.28) , which are shown in Tables
6-8.

Step 2: Selecting the expanding function f(r) =~ —1
and using NFSVNULVAA, we assemble kk of every
expert, and then we can get the comprehensive neutro-
sophic linguistic decision evaluation matrix R = (r;),.,.
which is shown in Table 9.

Step 3: Using NFSVNULVWAA to assemble the num-

ber i row ofli, and then we can get the comprehensive eval-
uation value r; of solutionB;:

= ([852,,5%¢,],0.6816,0.1186,0.1530)
= ([85¢,,5%5,],0.6615,0.1469,0.1396)
= ([S5¢,,895,],0.6944,0.1144,0.1568)
= ([855,5%¢.1,0.6615,0.1645,0.1373)
Step 4: Using Formula (15) to calculate the expectations

E(;l) Ofl_"l(l = 1,2, T 77”'1):

E(r)=0.3908;  E(r,) =0.3954;
E(rs) =0.3079;

E(r3)=0.35%4;

According to the results, we can rank
E(ry) > E(ry) > E(r3) > E(r4), so company B, is the best
choose to invest.

Now, we use the NFSVNULVWGA aggregation
operator.

Step 1’: Just as step 1;

Step 2': Just as step 2;

Step 3': Using NFSVNULVWGA to assemble the num-
ber i row of R, and then we can get the comprehensive eval-
vation value »; of solution B;:

= (1856 5,8%6.],0.6788,0.1193,0.1647)
= ([89%,,,52¢,,],0.6612,0.1505,0.1408)
= ([898,,,5%¢,,],0.6898,0.1165,0.1587)
= ([855,,,895..],0.6548,0.1710,0.1383)
Step 4': Using Formula (15) to calculate the expectations

E(;l) Of;l(l = 1,2, tee 7m):

E(r) =03894;  E(ry) = 0.3948;
E(r4) = 0.3056;

E(r3)=0.3791;

According to the results, we can rank
E(ry) > E(r1) > E(r3) > E(r4), so company B, is the best
choose to invest.

Through this example, we can see that the proposed
decision-making method based on NFSVNULVWAA
and NFSVNULVWGA can get the same result, so this
method is feasible for dealing with the multiple attribute

Table 4
The decision matrix of expert /,.

C C C; C,
B ([S5,8S6],0.6,0.1,0.3) ([S4,S5],0.6,0.1,0.2) ([S4,S5],0.8,0.1,0.1) ([Ss,S5],0.7,0.1,0.1)
B; ([Ss,S5],0.7,0.2,0.2) ([S4,S5],0.7,0.1,0.2) ([S4,S5],0.7,0.1,0.1) ([Se,S6],0.7,0.2,0.1)
B; ([S5,85],0.7,0.1,0.2) ([S4,S5],0.8,0.1,0.1) ([S4,54],0.6,0.1,0.2) ([S4,8,],0.7,0.2,0.2)
By ([Ss,S5],0.7,0.1,0.2) ([Sa,84],0.5,0.2,0.2) ([S3,S5],0.8,0.1,0.1) ([S3,84],0.7,0.2,0.1)
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Table 5
The decision matrix of expert /3.
C C, C; C,
B (1S5, 55],0.8,0.1,0.1) (IS5,55],0.8,0.1,0.1) (85,85],0.7,0.2,0.1) ([S5,84),0.7,0.2,0.1)
B, (S5, 86),0.7,0.2,0.1) (IS5, S4, 0.6,0.2,0.1) (IS5, 55],0.6,0.2,0.1) (S5, 85],0.7,0.2,0.1)
Bs (S5,55],0.7,0.1,0.2) (IS5, S5],0.8,0.1,0.1) (184,5,],0.6,0.2,0.2) ([S4,54],0.7,0.2,0.1)
By ([S4,85],0.7,0.1,0.1) (IS4,5,],0.7,0.2,0.1) (84,55),0.7,0.2,0.1) ([S5,55],0.7,0.3,0.1)
Table 6
The new decision matrix of expert /.
C (&) C; C,
B (1594,52%,0.4(0.5,0.2,0.3)) (1524, 5241,0.4(0.6,0.1,0.3)) <[s§-“,s°4],o 4(0.7,0.1,0.1)) <[sg-“,s°4],o 4(0.7,0.1,0.1))
B> <[S§-4,s‘;~4],0.4(0.6, 0.1,0.2)) <[Sg4,S° 41,0.4(0.7,0.1,0.1)) <[S6'4,S2'4],0.4(0.6,0‘1,0.2)> <[56-4,s°4} 0.4(0.6,0.2,0.2))
B; <[56-4752-4]70.4(o.7, 0.1,0.1)) <[S6'4, 5941,0.4(0.6,0.1,0.2)) <[sg-4, 5941,0.4(0.6,0.1,0.2)) <[sg-4,sg4]7 0.4(0.7,0.1,0.2))
By (1854,5941,0.4(0.7,0.2,0.1)) <[s3-4,s° 41,0.4(0.5,0.2,0.2)) (185, 59411,0.4(0.6,0.1,0.2)) (1834,5941,0.4(0.6,0.2,0.2))
Table 7
The new decision matrix of expert /,.
C C, Cs Cy
By ([857,567],0.32(0.6,0.1,0.3)) ([542,52%2,0.32(0.6,0.1,0.2)) <[s§*2 59%2],0.32(0.8,0.1,0.1)) <[S%‘2 59%2],0.32(0.7,0.1,0.1))
B, ([sg32 59%2],0.32(0.7,0.2,0.2)) (183%2,5%%2],0.32(0.7,0.1,0.2)) (s 6‘32 5932],0.32(0.7,0.1,0.1)) (s 832 50321,0.32(0.7,0.2,0.1))
B; ([8572,55%71,0.32(0.7,0.1,0.2)) ([s42,52%2,0.32(0.8,0.1,0.1)) (1857, $291032(0.6,01,0.2) (Isy ™ 5891032(0.7,02,0.2))
By ([552,55%7],0.32(0.7,0.1,0.2)) ([5572,54%71,0.32(0.5,0.2,0.2)) ([5572,54%7],0.32(0.8,0.1,0.1)) (|55 589032(0.7,02,0.1))
Table 8
The new decision matrix of expert /3.
Cl C2 C3 C4
B ([ng8 5928],0.28(0.8,0.1,0.1)) ([Sg’S 592%],0.28(0.8,0.1,0.1)) (182%8,597%],0.28(0.7,0.2,0.1)) (18278 592%],0.28(0.7,0.2,0.1))
B, ({ngs 59281 0.28(0.7,0.2,0.1)) ([sg28 5928],0.28(0.6,0.2,0.1)) (s 828 5928],0.28(0.6,0.2,0.1)) (s 828 5928],0.28(0.7,0.2,0.1))
B; ([sg-zg,sm],ozs(o 7,0.1,0.2)) <[ng8 592%],0.28(0.8,0.1,0.1)) (s 328 50-2%],0.28(0.6,0.2,0.2)) (s’ 628 502%],0.28(0.7,0.2,0.1))
By (185%,5228],0.28(0.7,0.1,0.1)) (189%,592%1,0.28(0.7,0.2,0.1)) (1557, 52%%),0.28(0.7,0.2,0.1)) (1597, 5928],0.28(0.7,0.3,0.1))
Table 9 B
The comprehensive decision evaluation matrix R.
C‘l C2 Cg C4
B <[s§§5 599,],0.6398,0.1320, 0.2206) <[s§"7,s"gg] 0.6706,0.1000, 0.1937) <[s§§7 s"f;z} 0.7365,0.1214,0.1000) <[s§;65,sg;g],0.7000,0.1214,0.1000>
By ([8y55,5%5,],0.6634,0.1516,0.1647)  ([S55,,52C.],0.6748,0.1214,0.1248)  ([S55,,855,],0.6352,0.1214,0.1320)  ([S55,, $2%,],0.6634,0.2000, 0.1320)
Bs <[s§§5 594.],0.7000, 0.1000, 0.1516) <[s§64, 65} 0.7361,0.1000, 0.1320) <[s§62,325;2] 0.6000, 0.1214, 0.2000) <[s§;62,52;22],0.7000,0.151@0.1647)
By {[S430,55%5],0.7000,0.1320,0.1248)  ([S5 %, 551, 0.5666,0.2000,0.1647) (S350, S555],0.7044,0.1214,0.1320)  ([S52), 5954, 0.6634,0.2240,0.1320)

group decision-making problems under NFSVNULS
environment.

5.2. Comparative analysis

Now, we use the method based on Heronian Mean
(HM) operator utilized in literature (Liu & Shi, 2017;
Teng, 2016), then we can get the following results:

r1 = ([S9%,,,826,,],0.6814,0.1189,0.1585)

ry = ([855,5,8%8,5],0.6610,0.1489, 0.1398)
3= (8055, 5%%],0.6909,0.1162, 0.1585)
rq = ([855,,898],0.6575,0.1689,0.1381)

N

Calculating the expectations E(r;) ofr,(i=1,2,---,m),
we can get:

E(r)=03893;  E(r2)=03968;  E(r:)=0.3586;
E(r4) = 0.3086;
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According to the results, we can rank
E(ry) > E(r1) > E(r3) > E(r4), and then the ranking order
is By = By > B; = By, which is according with the ranking
result of this paper.

Compared to the literature (Liu & Shi, 2017; Teng,
2016); on the one hand, we add the weights of linguistic
evaluations to depict the important level of different
experts in NFSVNULV. Thus, it can not only reflect the
linguistic evaluation of each expert, but also can depict
the important degree of different experts. When we make
aggregation, we consider the weights of experts in uncer-
tain linguistic part and the neutrosophic number part,
which provides the more reasonable decision-making infor-
mation for decision makers. On the other hand, we use the
expanding function to ensure that the linguistic informa-
tion aggregation results do not appear “distortion” and
“transboundary” phenomenon. However, in this paper,
the proposed method based on the NFSVNULVWAA
operator and the NFSVNULVWGA operator provides a
new approach for decision makers under NFSVNULV
environment.

6. Conclusions

In this paper, we first defined a new form of single value
neutrosophic uncertain linguistic set (NFSVNULS) and
gave its operational rules. In NFSVNULS, we expressed
the weight of each expert in the uncertain linguistic part,
which not only reflected the linguistic evaluation of each
expert, but also depicted the important degree of different
experts. When we made aggregation, we consider the
weights of experts in uncertain linguistic part and the neu-
trosophic number part, which provides the more reason-
able decision-making information for decision makers.
Then, we put forward NFSVNULVWAA and
NFSVNULVWGA operators and discussed their relevant
properties. Based on these two operators, we further pro-
posed a MAGDM method in the NFSVNULS environ-
ment. Finally, we used an instance to demonstrate the
feasibility and effectiveness of the proposed method. In
addition, we did some comparative analysis by using HM
aggregation operator. According to the results, we can
see that the proposed method can resolve the multiple attri-
bute group decision-making problems under NFSVNULS
environment.
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