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We introduce the concept of neutrosophic BCI/BCK-algebras. Elementary properties of neutrosophic BCI/BCK algebras are

presented.

1. Introduction

Logic algebras are the algebraic foundation of reasoning
mechanism in many fields such as computer sciences, infor-
mation sciences, cybernetics, and artificial intelligence. In
1966, Imai and Iséki [1, 2] introduced the notions, called
BCK-algebras and BCI-algebras. These notions are originated
from two different ways: one of them is based on set theory;
another is from classical and nonclassical propositional cal-
culi. Asis well known, there is a close relationship between the
notions of the set difference in set theory and the implication
functor in logical systems. Since then many researchers
worked in this area and lots of literatures had been produced
about the theory of BCK/BCl-algebra. On the theory of
BCK/BCl-algebras, for example, see [2-6]. It is known that
the class of BCK-algebras is a proper subclass of the class
of BCI-algebras. MV-algebras were introduced by Chang in
[7], in order to show that Lukasiewicz logic is complete with
respect to evaluations of propositional variables in the real
unit interval [0, 1]. It is well known that the class of MV-
algebras is a proper subclass of the class of BCK- algebras.
By a BCI-algebra we mean an algebra (X, *,0) of type
(2,0) satisfying the following axioms, for all x, y,z € X:

(D ((x*y)x(x*2)*(zxy) =0,
(2) (x* (x % y)) % y=0,

B)x*xx=0,

(4) x* y=0and y * x = 0 imply x = y.

We can define a partial ordering < by x < y if and only if
x*y=0.

If a BCI-algebra X satisfies 0 * x = 0 for all x € X, then
we say that X is a BCK-algebra. Any BCK-algebra X satisfies
the following axioms for all x, y,z € X:

(D) (x*y)*z=(x*2z)*y,

(2) ((xxz)* (y*2))*(x*y) =0,

3) x 0 = x,

4) xxy=0= (x*xz2)x(y*xz)=0,(z*y)*(z*xx)=0.

Let (X, #,0) be a BCK-algebra. Consider the following:

(1) X is said to be commutative if for all x, y € X we have
xx(xxy)=y*(y=x);

(2) X is said to be implicative if for all x, y € X, we have
x=x%(y* x).

In 1995, Smarandache introduced the concept of neutro-
sophic logic as an extension of fuzzy logic; see [8-10]. In
2006, Kandasamy and Smarandache introduced the concept
of neutrosophic algebraic structures; see [11, 12]. Since then,
several researchers have studied the concepts and a great deal
of literature has been produced. Agboola et al. in [13-17]
continued the study of some types of neutrosophic algebraic
structures.

Let X be a nonempty set. A set X(I) = (X, I) generated
by X and I is called a neutrosophic set. The elements of X (I)
are of the form (x, yI), where x and y are elements of X.
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In the present paper, we introduce the concept of
neutrosophic BCI/BCK-algebras. Elementary properties of
neutrosophic BCI/BCK-algebras are presented.

2. Main Results

Definition 1. Let (X, *,0) be any BCI/BCK-algebra and let
X(I) = (X,I) be a set generated by X and I. The triple
(X(I), %,(0,0)) is called a neutrosophic BCI/BCK-algebra. If
(a,bl) and (¢, dI) are any two elements of X(I) witha, b, ¢,d €
X, we define

(a,bl) « (c,dl) = (a*c,(axdANbxcAbxd)I). (1)

An element x € X is represented by (x,0) € X(I) and (0, 0)
represents the constant element in X(I). For all (x,0), (y,0) €
X, we define

(x,0) * (y,0) = (x * ¥,0) = (x A =y,0), (2)

where —y is the negation of y in X.

Example 2. Let (X(I),+) be any commutative neutrosophic
group. For all (a, bl), (¢c,dI) € X(I) define

(a,bl) * (¢, dI) = (a,bl) — (¢, dl) = (a—c,(b-d)I).
3)

Then (X(I), %, (0, 0)) is a neutrosophic BCI-algebra.

Example 3. Let X(I) be a neutrosophic set and let A(I) and
B(I) be any two nonempty subsets of X(I). Define

AD*BIN)=A0)-BI)=A0nB 1). (4)

Then (X(I), *,0) is a neutrosophic BCK-algebra.

Theorem 4. Every neutrosophic BCK-algebra (X(I), %, (0, 0))
is a neutrosophic BCI-algebra.

Proof. 1t is straightforward. O

Theorem 5. Every neutrosophic BCK-algebra (X(I), *, (0,0))
is a BCK-algebra and not the converse.

Proof. Suppose that (X(I), *,(0,0)) is a neutrosophic BCK-

algebra. Let x = (a,bl), y = (c,dl), and z = (e, fI) be
arbitrary elements of X(I). Then we have the following.

(1) We have

(x %) * (xx2)) % (2% y)
= ((a,b]) * (¢,dD)) * ((a,b]) * (e, 1))
* (e, f1) * (c.d))
= [(nsD) = (pqD)] * (w,vD),

©)

where
(rys)=(a*xc,(axdANbxcNbxd)I)
=(an-c,(an-dANbA=c)]),
(pgl)=(axe(ax fAbxenbx* f)I)
(6)
=(an-e (an-fAbA=e)]),
(wuvl)=(exc,(exdNfxcAf=d)I)
=(en-c,(eA-dA fA=C)I).
Hence,
(r,s) = (p.gl) = (r* p,(rxqAs* pAs*q)l)
=(rA=p,(rA-gAsA-p)I)
= (m,kI),
(7)
(m,kI) = (u,vI) =(m+u,(m*x vAkxunk*v)I)
=(mA-u,(mNAN-vANkAN-u)l)
= (g,hI).
Now, we obtain
g=mA-u=rA-pA-u
(8)
=(an-cNe)(-eVc)=0.
Also, we have
h=mA-vAkA-u
SrAPANGASNVA U
=aN-cA-dANbAN=pA-gA-VA-uU
)

=aA-cAN-dANbA(maVe)A(meVc)AgA-w
=aN-cAN-dAbAeN(meVc)ANgA-w
=0.

This shows that (g, hI) = (0, 0) and, consequently, ((x * y) *
(x*2))*(z*y)=0.

(2) We have
(ex (xxy) =y
= ((a,bl) * ((a,bl) * (c,dI))) = (c,dI)
=((a,bl)* (a*c,(axdANb*cAbxd)I)) = (c,dIl)

= ((a,bl) * (r,sI)) * (c,dI),
(10)

where
(r,sI) = (a,bl) * (c,dI)
=(a*c(axdANbxcnbxd)I) (11)

=(@an-c,(aN-dANbAN-C)]).
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Then,
(a,bl) « (r,s)=(axr,(ax sAbxrAbxs)I)
=(an-r,(aN-sAbA-r)]) (12)
= (u,vI).
Therefore, we obtain
(u,vI) x (c,dl) = (usc,(uxdAv=cAv=d)I)

=WA-cuN-dANvA-C) 13)

= (p.al),
where
p=uA-c=al-rA-c
=aAN(—raVc)A-c=aANcAN-c=0,
gq=uN-dAvA-c=aN-rAN-dAvA-c (14)
=aAN(raVvVc)A-dAVA-C
=aANcAN-dAvA-c=0.
Since (p, gI) = (0,0), it follows that (x * (x * y)) * y = 0.
(3) We have
x * x = (a,bl) * (a,bl)

=(a*xa,(axbAbxaNb=b)I)
(15)
=(an-a,(aNn-bAbAN-aNbA-D)I)

=(0,0).

(4) Suppose that x * y = 0 and y * x = 0. Then (a, bl) *
(¢, dI) = (0,0)and (¢, dI) * (a, bl) = (0, 0) from which
we obtain (a * ¢,(a* dAbxcAbx*d)I)=(0,0)and
(cxa,(cxbAd+and=b)I) = (0,0). These imply that
(an-c,(an-dAb-c)I) = (0,0) and (cA—a, (cA=bA
d-a)I) = (0, 0) and therefore, aA—c = 0,aA-dAb—c =
0,c A=a = 0,and c A =b A d—a = 0 from which we
obtain a = c and b = d. Hence, (a,bl) = (c,dI); that
is, x = y.

(5) We have
0 x =(0,0) * (a,bl) = (0% a,(0* bAO * a)I)

(16)
= (0,(0A0)I) = (0,0).

Items (1)-(5) show that (X(I), #, (0, 0)) is a BCK-algebra. [

Lemma 6. Let (X(I),*,(0,0)) be a neutrosophic BCK-
algebra. Then (a,bl) = (0,0) = (a,bl), if and only ifa = b.

Proof. Suppose that (a,bI) = (0,0) = (a,bl). Then (a = 0, (a *
0Ab *0)I) = (a,bl) which implies that (a, (a Ab)I) = (a, bl)
from which we obtain a = b. The converse is obvious. O

Lemma 7. Let (X(I), *, (0, 0)) be a neutrosophic BCI-algebra.
Then for all (a,bl), (c,dI) € X(I),

1) (0,0) * ((a,bl) = (c,dI)) = ((0,0) * (a,bl)) = ((0,0) *
(c,d));

(2) (0,0) * ((0,0) * ((a,bl) = (c,dI))) = (0,0) = ((a,bl) *
(c,dD)).

Theorem 8. Let (X(I),*,(0,0)) be a neutrosophic BCK-
algebra. Then for all (a,bl), (c,dI), (e, fI) € X(I),

(1) (a,bI) = (c,dI) = (0,0) implies that ((a, bI) * (e, fI)) *
((c,dI) = (e, fI)) = (0,0) and ((e, fI) * (c,dI)) *
((e, f1) * (a,bI)) = (0,0);

(2) ((a,bI) = (c,dI)) = (e, fI) = ((a,bI) = (e, fI)) * (c,dI);

(3) ((a,bI) (e, fI))*((c,dI)*(e, fI))*((a,bl)*(c,dI)) =
(0,0).

Proof. (1) Suppose that (a,bI) * (c,dI) = (0,0). Then (a *
¢ (axdANb+*cAbx*d)I)=(0,0)from which we obtain

an-c=0, aN-dANbA-c=0. 17)
Now,
(x, yI) = (a,bI) = (e, fI)
=(an-e (an-fAbA=e)]),
(18)
(p.ql) = (c.dl) * (e, f1)
=(cAn-e(cA-fAdN-e)]).
Hence,
(e, 1) * (p.ql) = (x A=p, (x Amg Ay A=p) T) )

= (u,vl),
where

u=xAN-p=ani-eA(cVe)
=aN-eN-c=0,

V=XxAN2gNANyAN-p
=aA-eAN-fAbAN-eN(ncVe)Aq
=an-eAN-fAbA=eA-cA(cV fV-dVe)
=(an-ch=en=fAb)V(an-dAbA-cA-eAf)

=0Vv0=0.
(20)

This shows that (4, vI) = (0,0) and so ((a,bl) * (e, fI)) *
((c,dI) = (e, fI)) = (0,0). Similar computations show that
(e, D) * (&,dD)) * ((e, f1) * (a,b])) = (0,0).

(2) Put

LHS = ((a,b]) * (c,dI)) = (e, fI) = (x, yI) = (e, fI),
(21



where

(x, yI) = (a,bI) = (c,d) = (@an—~c,(aAN-dAbA=C)]).

(22)
Therefore,
(%, 9I) = (e, fI) = (x A e, (x A= f Ay A-e)])
(23)
= (u,vI).
Now, we have
u=xN-e=al-cNn-e,
v=xATfAyAme=xAfAYyA-e (24)
=aAN-cA-fA-eAN-dAb.
Thus,
LHS = (aA-cA-e,(an-cA-fA-eN-dAb)I).
(25)
Similarly, it can be shown that
RHS = ((a,bl) = (e, fI)) = (c,dI)
=(an-cA-e(an-cA-fA-eA-dAD)I).
(26)

(3) Put
LHS = ((a,bl) = (e, fI))
* ((c,dI) = (e, fI)) * (@, b]) * (c,dD))  (27)
= ((x.y1) = (p,qI)) * (w,vI),
where
(x, yI) = (a,bI) * (e, fI) = (an—c,(aA=f AbA=e)]),
(poal) = (c.dD) * (e, fI) = (e A e, (c A~f Ad A =€) ),
(u,vI) = (a,bl) = (c,dI) = (aN—c,(aN-dAbA-C)]).

(28)
Thus, we have
(e, y1) = (poql) = (x A=p, (x A =g Ay A=p) ) 09)
= (g, hl).
Now,
(g, hI) = (u,vI) = (g A —u,(gA-vAhA-u)I)
(30)

= (m,kI),
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where

m=gA-u
=xA=pA(-aAic)
=aN-eN(cVe)A(-aVc)
=aAN-eAN-cA(-aVc)
=0Vv0=0,
(31
k=gn-vAhA-u
=XApAVAgAyA(maVc)
=aN-eN(acVe)A(maVc)ANYyAN-vA-q
=aN-eN-cA(maVc)AyANavA-q
=(0VOAYyA-vA-g=0.

Since (m, kI) = (0, 0), it follows that LHS = (0, 0). Hence this
completes the proof. O

Theorem 9. Let (X(I), *,(0,0)) be a neutrosophic BCI/BCK-
algebra. Then

(1) X(I) is not commutative even if X is commutative;
(2) X(I) is not implicative even if X is implicative.

Proof. (1) Suppose that X is commutative. Let (a, bl), (c,dI) €
X(I). Then

(a,bl) = ((a,bl) = (c,dI))
=(a,bl) *(axc,(axdNbxcANb=*d)I)
=(ax(axc),(a*(@a*dANbxcAbxd)Abx(ax*c)

Abx(axdNbxcAbx*d))I)

= (u,vI),
(32)
where

u=ax(@axc)=c#*(cxa),
v=a*x(axdAbxcAbxd)Abx*(axc)

Abx(axdAbxcAbxd)
=ax(axd)ANaxbxc)hax*(bx*d)

Abx (a*c)Abx* (ax*d) (33)

Abx(bxc)ANbx* (bx*d)
=ds(dxa)haxb*c)Aax(b=d)

Ab#(axc)Ab=(ax*d)

Ac*(cxb)Ad=(d=Db).
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Also,
(c,dI) * ((c,dI) * (a,bl))
=(c,dl) * (c*a,(cxbANdxaNnd=Db)I)
=(cx*(cxa),(cx(cxbAdxand=b)Ad * (c*a)

Ad = (cxbNd=+aNndx*Db))I)

= (p.ql),
(34)

where
p=cx*(cxa)=u,
g=c*(cxbANdxand=b)Adx(c*a)
ANd*(cx*bANd=*aNnd=Db)
=cx(cxb)Acx(d*xa)ANc*(d+b)Ndx*(c*a)
Adx(c*b)Ad*(d*a)Ad = (d=Db)

+ V.
(35)

This shows that (a, bl) * ((a, bl) = (¢c,dI)) # (¢, dI) * ((c,dI) *
(a, b)) and therefore X(I) is not commutative.

(2) Suppose that X is implicative. Let (a,bl), (c,dI) €
X(I). Then

(a,bI) = ((c,dI) * (a, b))
=(@bl)*(c*a(c+*bAdxandxb)I)
=(ax(cxa),(ax(cxbANd*xaNnd+b)A\b=x*(c*a)

ANbx(cxbAd*and=Db))I)

= (u,vI),
(36)

where
u=ax*(c+*a)=a,
v=a*(cxbANd*aNnd=xb)A\bx(c*a)
Abx(cxbAd=and=D)
=a*x(cxb)Ahax(d=+a)Nax(d+b)Ab=(c*a)
Ab* (cxb)Abx(d*a)Abx*(dx*b)

#b.
(37)

Hence, (a,bl) + (a,bl) = ((c,dI) * (a,bl)) and so X(I) is not
implicative. O

Definition 10. Let (X(I), *,(0,0)) be a neutrosophic BCI/
BCK-algebra. A nonempty subset A(I) is called a neutro-
sophic subalgebra of X(I) if the following conditions hold:

(1) (0,0) € A(D);

(2) (a,bl) * (c,dI) € A(I) for all (a,bl), (c,dI) € A(I);
(3) A(I) contains a proper subset which is a BCI/BCK-
algebra.

If A(I) does not contain a proper subset which is a BCI/BCK-
algebra, then A(I) is called a pseudo neutrosophic subalgebra
of X(I).

Example 11. Any neutrosophic subgroup of the commutative
neutrosophic group (X(I), +) of Example 2 is a neutrosophic
BCI-subalgebra.

Theorem 12. Let (X(I), *,(0,0)) be a neutrosophic BCK-
algebra and for a # 0 let A, ,1)(I) be a subset of X(I) defined

by

A gan (D) ={(x, yI) € X(I) : (x, yI) * (a,al) = (0,0)}.
(38)

Then,
(1) A (gan(I) is a neutrosophic subalgebra of X(I);

Proof. (1) Obviously, (0,0) € A, ,;,(I)and A, ,;,(I) contains
a proper subset which is a BCK-algebra. Let (x, yI), (p, gl) €
A gan(D)- Then (x, yI) * (a,al) = (0,0) and (p, gI) * (a,al) =
(0, 0) from which we obtain x*a = 0, x*aAy+*a = 0, pxa = 0,
and pxaAg=a=0.Sincea #+ O,wehavex =y =p=g=a.
Now,

((x yI) = (p> ql)) * (a,al)
=((x*p).(xxqAy*pAy=q)I) = (aal)
=((x#p)=a,((x*p)*xa)A(xxqAy=p

Ay * q) * a)I) (39)
=((a*a)*a,((a*a)*a)l)
=(0*a,(0+a)l)
= (0,0).

This shows that (x, yI) * (p,qI) € A, 1 (I) and the required
result follows.
(2) Follows. O

Definition 13. Let (X(I), *,(0,0)) and (X'(I),5,(0',0") be
two neutrosophic BCI/BCK-algebras. A mapping ¢
X(I) — X'(I) is called a neutrosophic homomorphism if
the following conditions hold:

@) ¢((a,bI) * (c,dI)) = ¢((a,b])) ° ¢((c,dI)), ¥(a, bI),
(¢, dI) € X(I);

(2) ¢((0,1)) = (0,1).
In addition,

(3) if ¢ is injective, then ¢ is called a neutrosophic
monomorphism;
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(4) if ¢ is surjective, then ¢ is called a neutrosophic
epimorphism;

(5) if ¢ is a bijection, then ¢ is called a neutrosophic
isomorphism. A bijective neutrosophic homomor-
phism from X(I) onto X(I) is called a neutrosophic
automorphism.

Definition 14. Let¢ : X(I) — Y(I) be a neutrosophic homo-
morphism of neutrosophic BCK/BCl-algebras. Consider the
following:

(1) Ker ¢ = {(a,bI) € X(I) : ¢((a, bI)) = (0,0)};
(2) Im ¢ = {¢((a, b])) € Y(I) : (a, bI) € X(I)}.

Example 15. Let (X(I), *, (0, 0)) be a neutrosophic BCI/BCK-
algebra and let ¢ : X(I) — X(I) be a mapping defined by

¢ ((a> bI)) = (61, bI)

Then ¢ is a neutrosophic isomorphism.

V(a,bl) € X (I). (40)

Lemma 16. Let ¢ : X(I) — X'(I) be a neutrosophic
homomorphism from a neutrosophic BCI/BCK-algebra X(I)
into a neutrosophic BCI/BCK-algebra X'(I). Then ¢((0,0)) =
(0',0").

Proof. 1t is straightforward. O

Theorem 17. Let ¢ : X(I) — Y(I) be a neutrosophic
homomorphism of neutrosophic BCK/BCI-algebras. Then ¢ is
a neutrosophic monomorphism if and only if Ker ¢ = {(0,0)}.

Proof. The proof is the same as the classical case and so is
omitted. O

Theorem 18. Let X(I), Y(I), and Z(I) be neutrosophic
BCI/BCK-algebras. Let ¢ : X(I) — Y(I) be a neutrosophic
epimorphism and let v : X(I) — Z(I) be a neutrosophic
homomorphism. If Ker ¢ C Kery, then there exists a unique
neutrosophic homomorphism v : Y(I) — Z(I) such that
v = y. The following also hold:

(1) Kerv = ¢(Kery);

(2) Imv =Imy;

(3) v is a neutrosophic monomorphism if and only if
Ker ¢ = Ker y;

(4) v is a neutrosophic epimorphism if and only if y is a
neutrosophic epimorphism.

Proof. The proof is similar to the classical case and so is
omitted. O

Theorem 19. Let X(I), Y(I), Z(I) be neutrosophic BCI/BCK-
algebras. Let ¢ X(I) — Z() be a neutrosophic
homomorphism and let v : Y(I) — Z(I) be a neutrosophic
monomorphism such that Im¢ < Imy. Then there exists a
unique neutrosophic homomorphism y : X(I) — Y(I) such
that ¢ = yu. Also,

(1) Ker u = Ker ¢;

(2) Impe =y~ (Im §);
(3) p is a neutrosophic monomorphism if and only if ¢ is a
neutrosophic monomorphism;

(4) p is a neutrosophic epimorphism if and only if Imy =
Im ¢.

Proof. The proof is similar to the classical case and so is
omitted. O
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