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Abstract—We present a multidimensional evidential reasoning (MDER) approach to estimate change detection from the fusion of heterogeneous remote sensing images. MDER is based on a multidimensional (M-D) frame of discernment composed by the Cartesian product of the separate frames of discernment used for the classification of each image. Every element of the M-D frame is a basic joint state that allows to describe precisely the possible change occurrences between the heterogeneous images. Two kinds of rules of combination are proposed for working either with the free model, or with a constrained model depending on the integrity constraints one wants to take into account in the scenario under study. We show the potential interest of the MDER approach for detecting changes due to a flood in the Gloucester area in the U.K. from two real ERS and SPOT images.
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I. INTRODUCTION

In change detection from heterogeneous remote sensing (RS) images, many works have been devoted to change measure [1]–[5]. Recent works have also been done on the classification of changed features [6]–[10]. Particularly, an unsupervised change detection approach has been proposed in [4] for dealing with multisource and multisensor remote sensing images that allows to integrate the estimates of statistical terms achieved on the difference images. In [5], the similarity between the predicted image obtained from optical image and the SAR image is used to detect the damages caused by an earthquake. The heterogeneous remote sensing images are usually acquired from different kinds of sensors. Therefore, the classification does not necessarily involve the same classes definition (i.e., surface roughness from radar versus chlorophyll from optical sensor, etc.). Moreover, the images usually include uncertain information due to noises, and imprecise information due to lack of knowledge specially at the transition between areas [11]. The limited quality of information makes the detection of changes between heterogeneous remote sensing images difficult to accomplish. In this letter, the change detection is considered as a classification problem, and we envisage the fusion of the classified images as appropriate for the change detection in heterogeneous remote sensing images. The fusion of classified images requires efficient tools for working with uncertain, imprecise, and even conflicting pieces of information. The theories of Evidences, including the Dempster–Shafer Theory (DST) [12] and Dezert–Smarandache Theory (DSmT) [13] propose theoretical frameworks to deal with uncertain and imprecise information. These theories have already been applied for the fusion of remote sensing images [14], [15].

The classical DST framework is not well adapted for change detection between images. Indeed, all the conflicting masses of belief that could be used to detect the changes are added altogether in a total degree of conflict that enters in the normalization constant of Dempster–Shafer (DS) fusion rule. To overcome the flaws and limitations of DST and DS rule [16], [17], new possible modelings of the frame of discernment and rules of combination were proposed in DSmT [13] for dealing separately with all the partial conflicts. Unfortunately, for change detection in RS images, the partial conflicting elements do not model sufficiently well the change occurrences since the element $A \cap B = B \cap A$ cannot distinguish the change occurrences from $A$ to $B$ or from $B$ to $A$. In our previous works [18], [19], a dynamic evidential reasoning (DER) approach had been developed for the change detection from RS images issued from the same type of remote sensor (e.g., a pair of SPOT images). In DER approach, the classes of these images were elements of the same frame of discernment. In this letter, we mainly focus on the change detection from the heterogeneous remote sensing images (e.g., from optical and radar images), where the classes of the images can be defined in distinct frames of discriminations.

We propose a general multidimensional evidential reasoning (MDER) approach, which is effective for the change detection from both heterogeneous and homogenous remote sensing images. MDER is designed for the fusion of multisources classified images using same or dis-
tinct frames of discernment depending on the classifications done on the images. MDER can be considered as an extension of classical evidential reasoning methods (DST, DSmT, and DER) for working under the multidimensional (M-D) frame of discernment composed by the Cartesian product of the separate monodimensional (1-D) frames. The elements of the M-D frame are called basic joint states. The space of the fusion result lies in the M-D power-set, which is constructed by the basic joint states with the union operator. The number of dimensions of the basic joint state depends on the number of images available. The joint states offer a better representation of the image mapping and change occurrences in the fusion of different images. The MDER approach provides a more refined information than what we get from the classical evidential reasoning approaches when working only in a 1-D frame. For dealing with different situations encountered in real applications, we provide two rules of combination adapted for the free and the constrained models of the M-D frame of discernment.

Section II details the framework of MDER, while Section III focuses on the combination rules that allows the classification of heterogeneous data, as well as the change detection from a set of heterogeneous data. Section IV presents an application of MDER using real heterogeneous data (i.e., SPOT and ERS images). Conclusions and perspectives are given in Section V.

II. MULTIDIMENSIONAL EVIDENTIAL REASONING FRAMEWORK

A. Space of Multidimensional Evidential Reasoning

In the MDER approach, the fusion space is always increasing with the number of sources, no matter if the 1-D frames of the sources to combine are identical or not. Even if the sources of evidence obtained from each image are respectively defined in 1-D frames, their fusion results will be considered in M-D frame defined by the Cartesian product of these 1-D frames to better represent the joint state of the heterogeneous images.

Let us consider \( n \) sources of evidence respectively defined with respect to \( n \) 1-D frames \( \Theta_1, \Theta_2, \ldots, \Theta_n \). The frame of classifications of the \( i \)-th image (\( i = 1, \ldots, n \)) is \( \Theta_i = \{y_{ij}, y_{ik}, \ldots, y_{in} \} \), where elements \( y_{ij}, y_{ik}, \ldots, y_{in} \) are the classes available in the \( i \)-th image. The frames \( \Theta_i \) and \( \Theta_j, i \neq j \) can be similar, or different depending on the classifications done in each image. The M-D frame is \( \Psi^\ast = \Theta_1 \times \Theta_2 \times \cdots \times \Theta_n \), where symbols \( \times \) denotes the Cartesian product operator, and \( \ast \) means equals by definition. The cardinality of \( \Psi^\ast \) is \( |\Psi^\ast| = |\Theta_1| \times |\Theta_2| \times \cdots \times |\Theta_n| \), where \( |X| \) being the cardinality of \( X \) is the number of singletons in \( X \). The M-D element \( (y_{1j}, y_{2k}, \ldots, y_{nj}) \in \Psi^\ast \) is called the basic joint-state of different images, with the interpretation that in the same region of \( n \) sources of cogeristered multitemporal images, the content of this region in the image number \( i \) belongs to \( y_{ij} \), for \( i = 1, \ldots, n \). The fusion space of MDER is given by the power set of the product frame, which is \( 2^{\Psi^\ast} = 2^{X \times \cdots \times X} \). The M-D power-set \( 2^{\Psi^\ast} \) is composed by all the subsets of \( \Psi^\ast \). The cardinality of \( 2^{\Psi^\ast} \) is \( |2^{\Psi^\ast}| = 2^{|\Psi^\ast|} \).

In MDER approach, the operators \( \cup \) and \( \cap \) applied to elements \( A, B \in 2^{\Psi^\ast} \), and \( C, D \in 2^{\Psi^\ast} \) must satisfy the following conditions:

C1. Componentwise distributivity of union:

\[ (A \cup B, C \cup D) = (A, C) \cup (A, D) \cup (B, C) \cup (B, D) \]

C2. Componentwise intersection:

\[ (A, C) \cap (B, D) = (A \cap B, C \cap D) \]

C3. Vacuity of joint states: \( (A, \emptyset) = (\emptyset, A) = \emptyset \).

B. Basic Definitions

In the MDER approach, a basic belief assignment (bba) is defined as a function \( m(\cdot) \) from the M-D power-set \( 2^{\Psi^\ast} \) to \([0, 1]\), verifying \( m(\emptyset) = 0 \) and

\[ \sum_{A \in 2^{\Psi^\ast}} m(A) = 1. \quad (1) \]

Any element \( A \in 2^{\Psi^\ast} \) such that \( m(A) > 0 \) is called a M-D focal element of \( m(\cdot) \). All the imprecise joint states can be decomposed in the canonical disjunctive form using the basic joint states with the operator \( \cup \) according to the condition C1. For example, \((X \cup Y, Z) = (X, Z) \cup (Y, Z) \). With the canonical disjunctive form of the joint states, the belief \( \text{Bel}(\cdot) \) and plausibility \( \text{Pl}(\cdot) \) functions are defined by

\[ \text{Bel}(A) = \sum_{A,B \in 2^{\Psi^\ast} | B \subseteq A} m(B) \quad (2) \]
\[ \text{Pl}(A) = \sum_{A,B \in 2^{\Psi^\ast} | A \subseteq B \cap \emptyset} m(B). \quad (3) \]

The interval \([\text{Bel}(A), \text{Pl}(A)]\) is classically interpreted [12] as the lower and upper bounds of imprecise probability for decision-making support. The pignistic probability \( \text{BetP}(A) \) commonly used to approximate the unknown probability in \([\text{Bel}(A), \text{Pl}(A)]\) is calculated by

\[ \text{BetP}(A) = \sum_{B \in 2^{\Psi^\ast} \cap [A \cap \emptyset]} \frac{|A \cap B|}{|B|} m(B). \quad (4) \]

In MDER, the cardinality of a \( A \in 2^{\Psi^\ast} \) is the number of the basic joint states contained in the canonical disjunctive form of \( A \).

Example 1: Let us consider the following bba’s over \( \Theta^2 = \emptyset \times \emptyset \) with \( \emptyset = \{\emptyset_1, \emptyset_2\} \) and \( \Omega = \{\emptyset_1, \emptyset_2, \emptyset_3\} \) : \( m(\emptyset_1, \emptyset_2) = 0.5, m(\emptyset_1, \emptyset_3) = 0.2 \) and \( m(\emptyset_2, \emptyset_3) = 0.3 \). The cardinality of the imprecise joint states is counted as follows:

\[ |\emptyset_1, \emptyset_2 \cup \emptyset_3| = |\emptyset_1, \emptyset_3 \cup \emptyset_2| = 2 \]
\[ |\emptyset_1, \emptyset_3| = |\emptyset_1 \cup \emptyset_2, \emptyset_3| = |\emptyset_1, \emptyset_2 \cup \emptyset_3| \]
Then one gets $\text{Bel}(\theta_1, u_1) = \text{Bel}(\theta_2, u_1) = 0$ and 
$$
\text{Bel}(\theta_1, u_2) = m(\theta_1, u_2) = 0.5 \\
\text{Pl}(\theta_1, u_2) = m(\theta_1, u_2) = 0.7 \\
\text{Pl}(\theta_1, u_3) = m(\theta_1, u_2 \cup u_3) = m(\theta_1, u_2) = 0.5 \\
\text{Pl}(\theta_2, u_3) = m(\theta_2, u_3) = 0.3 \\
\text{Bel}(\theta_1, u_3) = \frac{m(\theta_1, u_2 \cup u_3) + m(\theta_1, u_3)}{2} = 0.6 \\
\text{BeP}(\theta_1, u_3) = \frac{m(\theta_1, u_2 \cup u_3) + m(\theta_1, u_3)}{2} = 0.25 \\
\text{BeP}(\theta_2, u_3) = \frac{m(\theta_2, u_3)}{2} = 0.15.
$$

III. COMBINATION RULES IN MULTIDIMENSIONAL FRAME

EVIDENTIAL REASONING

In DST [12] or in DSmT [13], the source of evidence provide their bba’s defined on a same frame of discernment, and a particular attention is focused on the way in which the conflicting masses of belief are redistributed. In the DER approach [18], the sources of evidence are also defined on the same frame of discernment and they are sequentially combined. In the change detection of heterogenous images, the classes of each image source can be defined in the distinct frames of discernment because the sets of classes can be different form one image to another. To deal with this problem, we propose to combine the sources of evidence in the M-D frame constructed by the Cartesian product of the distinct 1-D frames. By doing this, we exploit more efficiently the information in the fusion process, and thus we can estimate more precisely the changes between the images, taking into account the integrity constraints (if any) of the model of the M-D frame.

Let us consider $n$ sources of heterogeneous images to be fused, and let us assume that the classifications of each image are respectively defined over the frames $\Theta_1, \ldots, \Theta_n$. The bba’s obtained from each image at the same region are combined as $m(A) = \bigoplus_{i=1}^{n} m_i(A)$, where $\oplus$ denotes the generic fusion operator. Before applying the fusion of sources, the original bba $m_i(.)$ associated with the $i$-th image (for $i = 1, 2, \ldots, n$) needs to be extended to joint states representation in the M-D frame using the vacuous extension principle [21] as follows:

$$
m_i(A) \triangleq m_i(\Theta_1, \ldots, \Theta_n, A, \Theta_{n+1}, \ldots, \Theta_n).
$$

This method is called the vacuous extension because we do not use information provided by the other sources to extend $m_i(A)$ in the M-D frame. Such vacuous extension is very simple since it does not take into account the temporal correlation among images. The prior knowledge of the temporal correlation (if available, depending on the applications) can be taken into account in the fusion process to improve the performances of multitemporal classification and change detection.

Two combination models are proposed here. The free combination model is applied if no prior knowledge about the impossible joint states is known. Whereas, the constrained combination should be used when some integrity constraints on the joint states must be taken into account.

A. Combination Rule in the Free Model

In the free model, all elements (joint states) of $2^M$ are allowed to occur. Thus, there is no element that is forced to be impossible. At first, the bba’s drawn from the classification done on the images are extended into the M-D frame using the vacuous extension following (5). Then the conjunctive combination rule, denoted $\text{DER}_f$, of the extended bba’s in the M-D frame is defined $\forall A, Y_i \in 2^M$ by

$$
\text{DER}_f : \quad m(A) = \sum_{Y_i \subseteq Y \subseteq A} m_{Y_i}(Y_i)
$$

The mass $m(A)$ obtained in (6) can also be computed by the sequential fusion of the $n \geq 2$ original (one dimension) bba’s as follows for $A = (Y, z_1) \in 2^M$:

$$
m_{1 \oplus \ldots \oplus n}(A) = m_{1 \oplus \ldots \oplus n-1}(Y) m_n(z_n)
$$

where $Y = (y_1, y_2, \ldots, y_{n-1}) \in 2^M$ and

$$
\begin{align*}
&\{m_{1 \oplus \ldots \oplus n-1}(\cdot) \triangleq [m_1 \oplus m_2 \oplus \cdots \oplus m_{n-1}(\cdot)](\cdot) \}
&\{m_n(\cdot) \triangleq m_n(\cdot)\}.
\end{align*}
$$

B. Combination Rule in the Constrained Model

In some applications, particular joint states in $2^M$ are known impossible to happen (e.g., a forest seen by a first sensor that appears without any roughness by a latter radar sensor). All these impossible joint states are therefore constrained to be represented by the empty set. The set of all the integrity constraints is denoted $\mathbf{K}_{IEC}$. The mass of the empty sets forced by the integrity constraints has to be redistributed to the other focal elements of $2^M$. Several redistribution principles can be adopted. In this letter, we propose to redistribute the conflicting masses to the focal elements, thanks to the classical normalization procedure adopted in DS rule, because of its simplicity. The combination of $n$ bba’s, denoted $\text{DER}_EC$, is defined by $\forall A \in 2^M$

$$
\text{DER}_EC : \quad m(A) = \frac{1}{1 - K} \sum_{(y_1, \ldots, y_n) \in A} \prod_{i=1}^{n} m_i(y_i)
$$

where $y_i \in 2^M, i = 1, \ldots, n$, and the total conflicting mass $K$ is defined by

$$
K = \sum_{(y_1, \ldots, y_n) \in \mathbf{K}_{IEC}} m_1(y_1) \cdots m_n(y_n),
$$

The notation $(y_1, y_2, \ldots, y_n)^M = Y, \text{ means that the hypothesis } (y_1, y_2, \ldots, y_n)$ is equivalent to $Y$ in the underlying model $M$ given the integrity constraints. For example, if we have the constraint $(y_1, y_2) \in \mathbf{K}_{IEC}$ in the 2-D frame, then the joint state $(y_1, y_2, y_3 \cup y_2a)$ can be simplified as $(y_1, y_2) \cup (y_1 \cup y_2a) = (y_1, y_2, y_3) \cup (y_1, y_2a)$.

The impossible event is represented by the empty set in DST and DSmT.

4The DER is a general framework that can be used with different rules of combinations. We only propose a DS alike fusion rule for $\text{DER}_f$ here for its relatively low complexity, but other rules as in [13], vol. 2, can also be used.
IV. APPLICATION OF MDER ON ERS AND SPOT IMAGES

In this section, we show the performances of MDERDS for the change detection between a pair of heterogeneous images (an ERS and a SPOT image) obtained before and immediately after a flood in Gloucester area in U.K. The ERS and Spot images are shown in Fig. 1, as well as the binary image of the ground truth.

We want to focus on the application of MDER on fusion of the classified images, and the appropriate classification method can be selected according to the actual applications. The classification of images plays a basic role in change detection problem, and the more accurate classification results lead to the better fusion results using MDER or other approaches. A very recent clustering method called belief functions C-means (BFCM) [22] as an extension of Fuzzy C-means (FCM) under belief functions framework can well model the imprecision and uncertainty. BFCM is applied to classify the pixel values of each pixel of the images, and its results can be directly used as bba’s. For decision making, the maximum pignistic probability is used to select the most likely hypothesis.

The number of clusters for ERS image deseckled by a refined Lee filter [23] with a 7 × 7 sliding window is given by \( k_{\text{ERS}} = 3 \). The classification results are defined in the frame as [from lower to higher level of surface roughness in Fig. 1(a)] follows:

- \( \theta_1 \): Dark area
- \( \theta_2 \): Dark-green area
- \( \theta_3 \): Green area (bare soil)
- \( \theta_4 \): Dark-red area (wooded area)
- \( \theta_5 \): White area
- \( \Omega \): Ignorance

The SPOT image in Fig. 1(b) was clustered into \( k_{\text{SPOT}} = 5 \) groups of possible classes as listed below:

- \( a_1 \): Red area (covered fields)
- \( a_2 \): Red-dark red area (wooded area)
- \( a_3 \): Green area (bare soil)
- \( a_4 \): Dark-green area (vegetation)
- \( a_5 \): Bright-green area (bare soil and wet area)
- \( \Omega \): Ignorance.

The related colors refer to the pseudo-color composition Near Infrared, Red, Green showed as red, green, blue colors. In ERS image, the related distance is the Euclidean distance in \( \mathbb{R}^3 \) to the spectral signature that characterizes the class center. The related colors refer to the pseudo-color composition Near Infrared, Red, Green showed as red, green, blue colors. In ERS image, the related distance is the Euclidean distance in \( \mathbb{R}^3 \) to the spectral signature that characterizes the class center.

The related colors refer to the pseudo-color composition Near Infrared, Red, Green showed as red, green, blue colors. In ERS image, the related distance is the Euclidean distance in \( \mathbb{R}^3 \) to the spectral signature that characterizes the class center.
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conflict element representing the change occurrences. All the other conflict elements are constrained to be empty in the integrity model, and the conflicting beliefs are proportionally redistributed to the available elements similarly to the DS rule. The fusion results by different rules are shown in Fig. 2. As a measure of performance, we use the accuracy rate $R_n = n_c/N_c$, the false alarm rate $R_f = n_f/N_d$, and the Kappa index $K = n_c/N_d$. The results show that gray and white areas along the river remain mainly consistent with green areas between the two images. So redistributed to the available elements similarly to the DS rule.

MDERDS has better representation of the change occurrences. The Kappa index can be used to get better fusion results with less computational complexity. The capacity of MDER to detect and to classify change occurrences was also presented. A fine analysis of results indicates that some changes in the flood area. The number of the false alarms can be reduced if additional prior information about some changes in the flood is taken into account.

As we can see, MDERDS provides much better fusion results than DSmC because DSmC produces more false alarms than MDERDS since the intersection element cannot precisely represent the change occurrences. The Kappa index can comprehensively reflect the quality of the classification results with respect to the change detections. So MDERDS has better quantitative performance than DSmC according to the $K$ value. However, a fine analysis of results indicates that some missed detections and false alarms have also occurred. The results show that gray and white areas along the river remain mainly consistent with green areas between the two images. So they are not considered as change occurrences, which mainly leads to the miss detections. The reason for the false alarms mainly lies in changes in some small areas that resemble to some changes in the flood area. The number of the false alarms can be reduced if additional prior information about the location of the flood is taken into account.

V. CONCLUSION AND PERSPECTIVES

A MDER approach was proposed for the fusion of the heterogeneous remote sensing images. The multidimensional elements in MDER could well represent the joint states of different images, which was useful for change detection. The belief function, plausibility function, and pignistic probability in MDER were defined similarly as in DST. The free model of MDER was designed for the combination of sources of evidence. In cases, where no prior knowledge about the joint states was available. If some constraints on the impossible joint states was available. If some constraints on the impossible joint states were acquired, the constrained model has to be adopted to get better fusion results with less computational complexity. MDERDS rule was presented in the constrained model as a direct extension of DS rule in MDER. The capacity of MDER to detect and to classify change occurrences was also presented by a pair of real images (i.e., ERS and SPOT). MDER could also be used for the heterogeneous images mapping applications, and the experiments were under progress, as well as investigations on the use of other fusion rules based on the proportional conflict redistribution principle proposed in DSmT.

<table>
<thead>
<tr>
<th>Table I</th>
<th>Performances of the MDERDS Fusion Results (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDERDS</td>
<td>65.32</td>
</tr>
<tr>
<td>DSmC</td>
<td>51.90</td>
</tr>
</tbody>
</table>
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