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Neutrosophy (1995) is a new branch of philosophy that studies triads of the form (<A>, <neutA>,
<antiA>), where <A> is an entity (i.e., element, concept, idea, theory, logical proposition, etc.), <antiA>
is the opposite of <A>, while <neutA> is the neutral (or indeterminate) between them, i.e., neither
<A> nor <antiA> [1].

Based on neutrosophy, the neutrosophic triplets were founded; they have a similar form:
(x, neut(x), anti(x), that satisfy some axioms, for each element x in a given set [2—4].

This book contains the successful invited submissions [5-56] to a special issue of Symmetry,
reporting on state-of-the-art and recent advancements of neutrosophic triplets, neutrosophic duplets,
neutrosophic multisets, and their algebraic structures—that have been defined recently in 2016, but
have gained interest from world researchers, and several papers have been published in first rank
international journals.

The topics approached in the 52 papers included in this book are: neutrosophic sets; neutrosophic
logic; generalized neutrosophic set; neutrosophic rough set; multigranulation neutrosophic rough
set (MNRS); neutrosophic cubic sets; triangular fuzzy neutrosophic sets (TFNSs); probabilistic
single-valued (interval) neutrosophic hesitant fuzzy set; neutro-homomorphism; neutrosophic
computation; quantum computation; neutrosophic association rule; data mining; big data; oracle
Turing machines; recursive enumerability; oracle computation; interval number; dependent
degree; possibility degree; power aggregation operators; multi-criteria group decision-making
(MCGDM); expert set; soft sets; LA-semihypergroups; single valued trapezoidal neutrosophic
number; inclusion relation; Q-linguistic neutrosophic variable set; vector similarity measure; cosine
measure; Dice measure; Jaccard measure; VIKOR model; potential evaluation; emerging technology
commercialization; 2-tuple linguistic neutrosophic sets (2TLNSs); TODIM model; Bonferroni mean;
aggregation operator; NC power dual MM (NCPDMM) operator; fault diagnosis; defuzzification;
simplified neutrosophic weighted averaging operator; linear and non-linear neutrosophic number;
de-neutrosophication methods; neutro-monomorphism; neutro-epimorphism; neutro-automorphism;
fundamental neutro-homomorphism theorem; neutro-isomorphism theorem; quasi neutrosophic
triplet loop; quasi neutrosophic triplet group; BE-algebra; cloud model; Maclaurin symmetric mean;
pseudo-BCI algebra; hesitant fuzzy set; photovoltaic plan; decision-making trial and evaluation
laboratory (DEMATEL); Choquet integral; fuzzy measure; clustering algorithm; and many more.

In the opening paper [5] of this book, the authors introduce refined concepts for neutrosophic
quantum computing such as neutrosophic quantum states and transformation gates, neutrosophic
Hadamard matrix, coherent and decoherent superposition states, entanglement and measurement
notions based on neutrosophic quantum states. They also give some observations using these

Symmetry 2019, 11, 171; doi:10.3390/sym11020171 1 www.mdpi.com/journal /symmetry
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principles, and present a number of quantum computational matrix transformations based on
neutrosophic logic, clarifying quantum mechanical notions relying on neutrosophic states. The paper
is intended to extend the work of Smarandache [57-59] by introducing a mathematical framework for
neutrosophic quantum computing and presenting some results.

The second paper [6] introduces oracle Turing machines with neutrosophic values allowed in the
oracle information and then give some results when one is permitted to use neutrosophic sets and
logic in relative computation. The authors also introduce a method to enumerate the elements of a
neutrosophic subset of natural numbers.

In the third paper [7], a new approach and framework based on the interval dependent degree
for MCGDM problems with SNSs is proposed. Firstly, the simplified dependent function and
distribution function are defined. Then, they are integrated into the interval dependent function
which contains interval computing and distribution information of the intervals. Subsequently, the
interval transformation operator is defined to convert SNNs into intervals, and then the interval
dependent function for SNNs is deduced. Finally, an example is provided to verify the feasibility and
effectiveness of the proposed method, together with its comparative analysis. In addition, uncertainty
analysis, which can reflect the dynamic change of the final result caused by changes in the decision
makers’ preferences, is performed in different distribution function situations. That increases the
reliability and accuracy of the result.

Neutrosophic triplet structure yields a symmetric property of truth membership on the left,
indeterminacy membership in the center and false membership on the right, as do points of object,
center and image of reflection. As an extension of a neutrosophic set, the Q-neutrosophic set is
introduced in the subsequent paper [8] to handle two-dimensional uncertain and inconsistent situations.
The authors extend the soft expert set to the generalized Q-neutrosophic soft expert set by incorporating
the idea of a soft expert set to the concept of a Q-neutrosophic set and attaching the parameter
of fuzzy set while defining a Q-neutrosophic soft expert set. This pattern carries the benefits of
Q-neutrosophic sets and soft sets, enabling decision makers to recognize the views of specialists
with no requirement for extra lumbering tasks, thus making it exceedingly reasonable for use in
decision-making issues that include imprecise, indeterminate and inconsistent two-dimensional data.
Some essential operations, namely subset, equal, complement, union, intersection, AND and OR
operations, and additionally several properties relating to the notion of a generalized Q-neutrosophic
soft expert set are characterized. Finally, an algorithm on a generalized Q-neutrosophic soft expert
set is proposed and applied to a real-life example to show the efficiency of this notion in handling
such problems.

In the following paper [9], the authors extend the idea of a neutrosophic triplet set to
non-associative semihypergroups and define neutrosophic triplet LA-semihypergroup. They discuss
some basic results and properties, and provide an application of the proposed structure in football.

Single valued trapezoidal neutrosophic numbers (SVTNNSs) are very useful tools for describing
complex information, because of their advantage in describing the information completely, accurately
and comprehensively for decision-making problems [60]. In the next paper [10], a method based on
SVTNN:Ss is proposed for dealing with MCGDM problems. Firstly, the new operation SVTNNSs are
developed for avoiding evaluation information aggregation loss and distortion. Then the possibility
degrees and comparison of SVTNNs are proposed from the probability viewpoint for ranking
and comparing the single valued trapezoidal neutrosophic information reasonably and accurately.
Based on the new operations and possibility degrees of SVTNNS, the single valued trapezoidal
neutrosophic power average (SVTNPA) and single valued trapezoidal neutrosophic power geometric
(SVINPG) operators are proposed to aggregate the single valued trapezoidal neutrosophic information.
Furthermore, based on the developed aggregation operators, a single valued trapezoidal neutrosophic
MCGDM method is developed. Finally, the proposed method is applied to solve the practical problem
of the most appropriate green supplier selection and the rank results compared with the previous
approach demonstrate the proposed method’s effectiveness.
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After the neutrosophic set (NS) was proposed [58], NS was used in many uncertainty problems.
The single-valued neutrosophic set (SVNS) is a special case of NS that can be used to solve real-word
problems. The next paper [11] mainly studies multigranulation neutrosophic rough sets (MNRSs)
and their applications in multi-attribute group decision-making. Firstly, the existing definition of
neutrosophic rough set (the authors call it type-I neutrosophic rough set (NRSI) in this paper) is
analyzed, and then the definition of type-II neutrosophic rough set (NRSII), which is similar to
NRS], is given and its properties are studied. Secondly, a type-III neutrosophic rough set (NRSIII) is
proposed and its differences from NRSI and NRSII are provided. Thirdly, single granulation NRSs are
extended to multigranulation NRSs, and the type-I multigranulation neutrosophic rough set (MNRSI) is
studied. The type-II multigranulation neutrosophic rough set (MNRSII) and type-III multigranulation
neutrosophic rough set (MNRSIII) are proposed and their different properties are outlined. Finally,
MNRSIII in two universes is proposed and an algorithm for decision-making based on MNRSIII is
provided. A car ranking example is studied to explain the application of the proposed model.

Since language is used for thinking and expressing habits of humans in real life, the
linguistic evaluation for an objective thing is expressed easily in linguistic terms/values. However,
existing linguistic concepts cannot describe linguistic arguments regarding an evaluated object in
two-dimensional universal sets (TDUSs). To describe linguistic neutrosophic arguments in decision
making problems regarding TDUSs, the next article [12] proposes a Q-linguistic neutrosophic variable
set (Q-LNVS) for the first time, which depicts its truth, indeterminacy, and falsity linguistic values
independently corresponding to TDUSs, and vector similarity measures of Q-LNVSs. Thereafter, a
linguistic neutrosophic MADM approach by using the presented similarity measures, including the
cosine, Dice, and Jaccard measures, is developed under Q-linguistic neutrosophic setting. Lastly,
the applicability and effectiveness of the presented MADM approach is presented by an illustrative
example under Q-linguistic neutrosophic setting.

In the following article [13], the authors combine the original VIKOR model with a triangular fuzzy
neutrosophic set [61] to propose the triangular fuzzy neutrosophic VIKOR method. In the extended
method, they use the triangular fuzzy neutrosophic numbers (TFNNs) to present the criteria values in
MCGDM problems. Firstly, they summarily introduce the fundamental concepts, operation formulas
and distance calculating method of TFNNSs. Then they review some aggregation operators of TFNNs.
Thereafter, they extend the original VIKOR model to the triangular fuzzy neutrosophic environment
and introduce the calculating steps of the TENNs VIKOR method, the proposed method which is more
reasonable and scientific for considering the conflicting criteria. Furthermore, a numerical example
for potential evaluation of emerging technology commercialization is presented to illustrate the new
method, and some comparisons are also conducted to further illustrate advantages of the new method.

Another paper [14] in this book aims to extend the original TODIM (Portuguese acronym
for interactive multi-criteria decision making) method to the 2-tuple linguistic neutrosophic fuzzy
environment [62] to propose the 2TLNNs TODIM method. In the extended method, the authors
use 2-tuple linguistic neutrosophic numbers (2TLNNSs) to present the criteria values in multiple
attribute group decision making (MAGDM) problems. Firstly, they briefly introduce the definition,
operational laws, some aggregation operators, and the distance calculating method of 2TLNNSs. Then,
the calculation steps of the original TODIM model are presented in simplified form. Thereafter, they
extend the original TODIM model to the 2TLNNs environment to build the 2TLNNs TODIM model,
the proposed method, which is more reasonable and scientific in considering the subjectivity of the
decision makers’ (DMs’) behaviors and the dominance of each alternative over others. Finally, a
numerical example for the safety assessment of a construction project is proposed to illustrate the
new method, and some comparisons are also conducted to further illustrate the advantages of the
new method.

The power Bonferroni mean (PBM) operator is a hybrid structure and can take the advantage
of a power average (PA) operator, which can reduce the impact of inappropriate data given by the
prejudiced decision makers (DMs) and Bonferroni mean (BM) operator, which can take into account
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the correlation between two attributes. In recent years, many researchers have extended the PBM
operator to handle fuzzy information. The Dombi operations of T-conorm (TCN) and T-norm (TN),
proposed by Dombi, have the supremacy of outstanding flexibility with general parameters. However,
in the existing literature, PBM and the Dombi operations have not been combined for the above
advantages for interval-neutrosophic sets (INSs) [63]. In the following paper [15], the authors define
some operational laws for interval neutrosophic numbers (INNs) based on Dombi TN and TCN and
discuss several desirable properties of these operational rules. Secondly, they extend the PBM operator
based on Dombi operations to develop an interval-neutrosophic Dombi PBM (INDPBM) operator, an
interval-neutrosophic weighted Dombi PBM (INWDPBM) operator, an interval-neutrosophic Dombi
power geometric Bonferroni mean (INDPGBM) operator and an interval-neutrosophic weighted Dombi
power geometric Bonferroni mean (INWDPGBM) operator, and discuss several properties of these
aggregation operators. Then they develop a MADM method, based on these proposed aggregation
operators, to deal with interval neutrosophic (IN) information. An illustrative example is provided to
show the usefulness and realism of the proposed MADM method.

The neutrosophic cubic set (NCS) is a hybrid structure [64], which consists of INS [63] (associated
with the undetermined part of information associated with entropy) and SVNS [60] (associated with
the determined part of information). NCS is a better tool to handle complex DM problems with INS
and SVNS. The main purpose of the next article [16] is to develop some new aggregation operators
for cubic neutrosophic numbers (NCNs), which is a basic member of NCS. Taking the advantages
of Muirhead mean (MM) operator and PA operator, the power Muirhead mean (PMM) operator is
developed and is scrutinized under NC information. To manage the problems upstretched, some new
NC aggregation operators, such as the NC power Muirhead mean (NCPMM) operator, weighted NC
power Muirhead mean (WNCPMM) operator, NC power dual Muirhead mean (NCPMM) operator
and weighted NC power dual Muirhead mean (WNCPDMM) operator are proposed and related
properties of these proposed aggregation operators are conferred. The important advantage of the
developed aggregation operator is that it can remove the effect of awkward data and it considers the
interrelationship among aggregated values at the same time. Finally, a numerical example is given to
show the effectiveness of the developed approach.

Smarandache defined a neutrosophic set [57] to handle problems involving incompleteness,
indeterminacy, and awareness of inconsistency knowledge, and have further developed neutrosophic
soft expert sets. In the next paper [17] of this book, this concept is further expanded to
generalized neutrosophic soft expert set (GNSES). The authors then define its basic operations of
complement, union, intersection, AND, OR, and study some related properties, with supporting
proofs. Subsequently, they define a GNSES-aggregation operator to construct an algorithm for a
GNSES decision-making method, which allows for a more efficient decision process. Finally, they
apply the algorithm to a decision-making problem, to illustrate the effectiveness and practicality of the
proposed concept. A comparative analysis with existing methods is done and the result affirms the
flexibility and precision of the proposed method.

In the next paper [18], the authors define the neutrosophic valued (and generalized or G) metric
spaces for the first time. Besides, they determine a mathematical model for clustering the neutrosophic
big data sets using G-metric. Furthermore, relative weighted neutrosophic-valued distance and
weighted cohesion measure are defined for neutrosophic big data set [65]. A very practical method for
data analysis of neutrosophic big data is offered, although neutrosophic data type (neutrosophic big
data) are in massive and detailed form when compared with other data types.

Bol-Moufang types of a particular quasi neutrosophic triplet loop (BCl-algebra), christened
Fenyves BCl-algebras, are introduced and studied in another paper [19] of this book. 60 Fenyves
BCl-algebras are introduced and classified. Amongst these 60 classes of algebras, 46 are found to
be associative and 14 are found to be non-associative. The 46 associative algebras are shown to be
Boolean groups. Moreover, necessary and sufficient conditions for 13 non-associative algebras to be
associative are also obtained: p-semisimplicity is found to be necessary and sufficient for a F3, F5, F42,
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and F55 algebras to be associative while quasi-associativity is found to be necessary and sufficient
for F19, F52, F56, and F59 algebras to be associative. Two pairs of the 14 non-associative algebras are
found to be equivalent to associativity (F52 and F55, and F55 and F59). Every BCl-algebra is naturally
a F54 BCl-algebra. The work is concluded with recommendations based on comparison between
the behavior of identities of Bol-Moufang (Fenyves’ identities) in quasigroups and loops and their
behavior in BCI-algebra. It is concluded that results of this work are an initiation into the study of
the classification of finite Fenyves” quasi neutrosophic triplet loops (FQNTLs) just like various types
of finite loops have been classified. This research work has opened a new area of research finding in
BCl-algebras, vis-a-vis the emergence of 540 varieties of Bol-Moufang type quasi neutrosophic triplet
loops. A “cycle of algebraic structures” which portrays this fact is provided.

The uncertainty and concurrence of randomness are considered when many practical problems
are dealt with. To describe the aleatory uncertainty and imprecision in a neutrosophic environment
and prevent the obliteration of more data, the concept of the probabilistic single-valued (interval)
neutrosophic hesitant fuzzy set is introduced in the next paper [20]. By definition, the probabilistic
single-valued neutrosophic hesitant fuzzy set (PSVNHES) is a special case of the probabilistic interval
neutrosophic hesitant fuzzy set (PINHFS). PSVNHEFSs can satisfy all the properties of PINHFSs.
An example is given to illustrate that PINHFS compared to PSVNHFS is more general. Then,
PINHES is the main research object. The basic operational relations of PINHFS are studied, and
the comparison method of probabilistic interval neutrosophic hesitant fuzzy numbers (PINHFNSs) is
proposed. Then, the probabilistic interval neutrosophic hesitant fuzzy weighted averaging (PINHFWA)
and the probability interval neutrosophic hesitant fuzzy weighted geometric (PINHFWG) operators
are presented. Some basic properties are investigated. Next, based on the PINHFWA and PINHFWG
operators, a decision-making method under a probabilistic interval neutrosophic hesitant fuzzy
circumstance is established. Finally, the authors apply this method to the issue of investment options.
The validity and application of the new approach is demonstrated.

Competition among different universities depends largely on the competition for talent. Talent
evaluation and selection is one of the main activities in human resource management (HRM) which is
critical for university development [21]. Firstly, linguistic neutrosophic sets (LNSs) are introduced to
better express multiple uncertain information during the evaluation procedure. The authors further
merge the power averaging operator with LNSs for information aggregation and propose a LN-power
weighted averaging (LNPWA) operator and a LN-power weighted geometric (LNPWG) operator.
Then, an extended technique for order preference by similarity to ideal solution (TOPSIS) method
is developed to solve a case of university HRM evaluation problem. The main contribution and
novelty of the proposed method rely on that it allows the information provided by different DMs to
support and reinforce each other which is more consistent with the actual situation of university HRM
evaluation. In addition, its effectiveness and advantages over existing methods are verified through
sensitivity and comparative analysis. The results show that the proposal is capable in the domain of
university HRM evaluation and may contribute to the talent introduction in universities.

The concept of a commutative generalized neutrosophic ideal in a BCK-algebra is proposed, and
related properties are proved in another paper [22] of this book. Characterizations of a commutative
generalized neutrosophic ideal are considered. Also, some equivalence relations on the family of all
commutative generalized neutrosophic ideals in BCK-algebras are introduced, and some properties
are investigated.

Fault diagnosis is an important issue in various fields and aims to detect and identify the faults of
systems, products, and processes. The cause of a fault is complicated due to the uncertainty of the
actual environment. Nevertheless, it is difficult to consider uncertain factors adequately with many
traditional methods. In addition, the same fault may show multiple features and the same feature
might be caused by different faults. In the next paper [23], a neutrosophic set based fault diagnosis
method based on multi-stage fault template data is proposed to solve this problem. For an unknown
fault sample whose fault type is unknown and needs to be diagnosed, the neutrosophic set based on
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multi-stage fault template data is generated, and then the generated neutrosophic set is fused via the
simplified neutrosophic weighted averaging (SNWA) operator. Afterwards, the fault diagnosis results
can be determined by the application of defuzzification method for a defuzzying neutrosophic set.
Most kinds of uncertain problems in the process of fault diagnosis, including uncertain information
and inconsistent information, could be handled well with the integration of multi-stage fault template
data and the neutrosophic set. Finally, the practicality and effectiveness of the proposed method are
demonstrated via an illustrative example.

The notions of neutrosophy, neutrosophic algebraic structures, neutrosophic duplet and
neutrosophic triplet were introduced by Florentin Smarandache [57]. In another paper [24] of this
book, some neutrosophic duplets are studied. A particular case is considered, and the complete
characterization of neutrosophic duplets are given. Some open problems related to neutrosophic
duplets are proposed.

In the next paper [25], the authors provide an application of neutrosophic bipolar fuzzy sets
applied to daily life’s problem related with the HOPE foundation, which is planning to build
a children’s hospital. They develop the theory of neutrosophic bipolar fuzzy sets, which is a
generalization of bipolar fuzzy sets. After giving the definition they introduce some basic operation of
neutrosophic bipolar fuzzy sets and focus on weighted aggregation operators in terms of neutrosophic
bipolar fuzzy sets. They define neutrosophic bipolar fuzzy weighted averaging (NBFWA) and
neutrosophic bipolar fuzzy ordered weighted averaging (NBFOWA) operators. Next they introduce
different kinds of similarity measures of neutrosophic bipolar fuzzy sets. Finally, as an application, the
authors give an algorithm for the multiple attribute decision making problems under the neutrosophic
bipolar fuzzy environment by using the different kinds of neutrosophic bipolar fuzzy weighted/fuzzy
ordered weighted aggregation operators with a numerical example related with HOPE foundation.

In the following paper [26], the authors introduce the concept of neutrosophic numbers from
different viewpoints [57-65]. They define different types of linear and non-linear generalized
triangular neutrosophic numbers which are very important for uncertainty theory. They introduce the
de-neutrosophication concept for neutrosophic number for triangular neutrosophic numbers. This
concept helps to convert a neutrosophic number into a crisp number. The concepts are followed by two
applications, namely in an imprecise project evaluation review technique and a route selection problem.

In classical group theory, homomorphism and isomorphism are significant to study the
relation between two algebraic systems. Through the next article [27], the authors propose
neutro-homomorphism and neutro-isomorphism for the neutrosophic extended triplet group (NETG)
which plays a significant role in the theory of neutrosophic triplet algebraic structures. Then, they
define neutro-monomorphism, neutro-epimorphism, and neutro-automorphism. They give and prove
some theorems related to these structures. Furthermore, the Fundamental homomorphism theorem
for the NETG is given and some special cases are discussed. First and second neutro-isomorphism
theorems are stated. Finally, by applying homomorphism theorems to neutrosophic extended triplet
algebraic structures, the authors have examined how closely different systems are related.

It is an interesting direction to study rough sets from a multi-granularity perspective. In rough set
theory, the multi-particle structure was represented by a binary relation. The next paper [28] considers
a new neutrosophic rough set model, multi-granulation neutrosophic rough set (MGNRS). First, the
concept of MGNRS on a single domain and dual domains was proposed. Then, their properties and
operators were considered. The authors obtained that MGNRS on dual domains will degenerate into
MGNRS on a single domain when the two domains are the same. Finally, a kind of special multi-criteria
group decision making (MCGDM) problem was solved based on MGNRS on dual domains, and an
example was given to show its feasibility.

As a new generalization of the notion of the standard group, the notion of the NTG is derived
from the basic idea of the neutrosophic set and can be regarded as a mathematical structure describing
generalized symmetry. In the next paper [29], the properties and structural features of NTG are studied
in depth by using theoretical analysis and software calculations (in fact, some important examples in
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the paper are calculated and verified by mathematics software, but the related programs are omitted).
The main results are obtained as follows: (1) by constructing counterexamples, some mistakes in the
some literatures are pointed out; (2) some new properties of NTGs are obtained, and it is proved
that every element has a unique neutral element in any neutrosophic triplet group; (3) the notions of
NT-subgroups, strong NT-subgroups, and weak commutative neutrosophic triplet groups (WCNTGs)
are introduced, the quotient structures are constructed by strong NT-subgroups, and a homomorphism
theorem is proved in weak commutative neutrosophic triplet groups.

The aim of the following paper [30] is to introduce some new operators for aggregating
single-valued neutrosophic (SVN) information and to apply them to solve the multi-criteria
decision-making (MCDM) problems. The single-valued neutrosophic set, as an extension and
generalization of an intuitionistic fuzzy set, is a powerful tool to describe the fuzziness and
uncertainty [60], and MM is a well-known aggregation operator which can consider interrelationships
among any number of arguments assigned by a variable vector. In order to make full use of the
advantages of both, the authors introduce two new prioritized MM aggregation operators, such as
the SVN prioritized MM (SVNPMM) and SVN prioritized dual MM (SVNPDMM) under an SVN set
environment. In addition, some properties of these new aggregation operators are investigated and
some special cases are discussed. Furthermore, the authors propose a new method based on these
operators for solving the MCDM problems. Finally, an illustrative example is presented to testify the
efficiency and superiority of the proposed method by comparing it with the existing method.

Making predictions according to historical values has long been regarded as common practice
by many researchers. However, forecasting solely based on historical values could lead to inevitable
over-complexity and uncertainty due to the uncertainties inside, and the random influence outside,
of the data. Consequently, finding the inherent rules and patterns of a time series by eliminating
disturbances without losing important details has long been a research hotspot. In the following
paper [31], the authors propose a novel forecasting model based on multi-valued neutrosophic sets
to find fluctuation rules and patterns of a time series. The contributions of the proposed model
are: (1) using a multi-valued neutrosophic set (MVNS) to describe the fluctuation patterns of a time
series, the model could represent the fluctuation trend of up, equal, and down with degrees of truth,
indeterminacy, and falsity which significantly preserve details of the historical values; (2) measuring
the similarities of different fluctuation patterns by the Hamming distance could avoid the confusion
caused by incomplete information from limited samples; and (3) introducing another related time
series as a secondary factor to avoid warp and deviation in inferring inherent rules of historical values,
which could lead to more comprehensive rules for further forecasting. To evaluate the performance
of the model, the authors explore the Taiwan Stock Exchange Capitalization Weighted Stock Index
(TAIEX) as the major factor, and the Dow Jones Index as the secondary factor to facilitate the predicting
of the TAIEX. To show the universality of the model, they apply the proposed model to forecast the
Shanghai Stock Exchange Composite Index (SHSECI) as well.

The new notion of a neutrosophic triplet group (NTG) proposed by Smarandache is a new
algebraic structure different from the classical group. The aim of the next paper [32] is to further
expand this new concept and to study its application in related logic algebra systems. Some new
notions of left (right)-quasi neutrosophic triplet loops and left (right)-quasi neutrosophic triplet groups
are introduced, and some properties are presented. As a corollary of these properties, the following
important result are proved: for any commutative neutrosophic triplet group, its every element has a
unique neutral element. Moreover, some left (right)-quasi neutrosophic triplet structures in BE-algebras
and generalized BE-algebras (including Cl-algebras and pseudo Cl-algebras) are established, and the
adjoint semigroups of the BE-algebras and generalized BE-algebras are investigated for the first time.

In a neutrosophic triplet set, there is a neutral element and antielement for each element. In the
following study [33], the concept of neutrosophic triplet partial metric space (NTPMS) is given and
the properties of NTPMS are studied. The authors show that both classical metric and neutrosophic
triplet metric (NTM) are different from NTPM. Also, they show that NTPMS can be defined with each
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NTMS. Furthermore, the authors define a contraction for NTPMS and give a fixed point theory (FPT)
for NTPMS. The FPT has been revealed as a very powerful tool in the study of nonlinear phenomena.

Another paper [34] of this book presents a modified Technique for Order Preference by Similarity
to an Ideal Solution (TOPSIS) with maximizing deviation method based on the SVNS model [60].
A SVNS is a special case of a neutrosophic set which is characterized by a truth, indeterminacy,
and falsity membership function, each of which lies in the standard interval of [0,1]. An integrated
weight measure approach that takes into consideration both the objective and subjective weights of the
attributes is used. The maximizing deviation method is used to compute the objective weight of the
attributes, and the non-linear weighted comprehensive method is used to determine the combined
weights for each attributes. The use of the maximizing deviation method allows our proposed method
to handle situations in which information pertaining to the weight coefficients of the attributes are
completely unknown or only partially known. The proposed method is then applied to a multi-attribute
decision-making (MADM) problem. Lastly, a comprehensive comparative studies is presented, in
which the performance of our proposed algorithm is compared and contrasted with other recent
approaches involving SVNSs in literature.

One of the most significant competitive strategies for organizations is sustainable supply chain
management (SSCM). The vital part in the administration of a sustainable supply chain is the
sustainable supplier selection, which is a multi-criteria decision-making issue, including many
conflicting criteria. The valuation and selection of sustainable suppliers are difficult problems due
to vague, inconsistent, and imprecise knowledge of decision makers. In the literature on supply
chain management for measuring green performance, the requirement for methodological analysis of
how sustainable variables affect each other, and how to consider vague, imprecise and inconsistent
knowledge, is still unresolved. The next research [35] provides an incorporated multi-criteria
decision-making procedure for sustainable supplier selection problems (SSSPs). An integrated
framework is presented via interval-valued neutrosophic sets to deal with vague, imprecise and
inconsistent information that exists usually in real world. The analytic network process (ANP) is
employed to calculate weights of selected criteria by considering their interdependencies. For ranking
alternatives and avoiding additional comparisons of analytic network processes, the TOPSIS is used.
The proposed framework is turned to account for analyzing and selecting the optimal supplier.
An actual case study of a dairy company in Egypt is examined within the proposed framework.
Comparison with other existing methods is implemented to confirm the effectiveness and efficiency of
the proposed approach.

The concept of interval neutrosophic sets has been studied [63] and the introduction of a new
kind of set in topological spaces called the interval valued neutrosophic support soft set is suggested in
the next paper [36]. The authors also study some of its basic properties. The main purpose of the paper
is to give the optimum solution to decision-making in real life problems the using interval valued
neutrosophic support soft set.

In inconsistent and indeterminate settings, as a usual tool, the NCS containing single-valued
neutrosophic numbers [60] and interval neutrosophic numbers [64] can be applied in decision-making
to present its partial indeterminate and partial determinate information. However, a few researchers
have studied neutrosophic cubic decision-making problems, where the similarity measure of NCSs is
one of the useful measure methods. For the following work [37] in this book, the authors propose the
Dice, cotangent, and Jaccard measures between NCSs, and indicate their properties. Then, under an
NCS environment, the similarity measures-based decision-making method of multiple attributes is
developed. In the decision-making process, all the alternatives are ranked by the similarity measure
of each alternative and the ideal solution to obtain the best one. Finally, two practical examples are
applied to indicate the feasibility and effectiveness of the developed method.

In real-world diagnostic procedures, due to the limitation of human cognitive competence, a
medical expert may not conveniently use some crisp numbers to express the diagnostic information,
and plenty of research has indicated that generalized fuzzy numbers play a significant role in describing
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complex diagnostic information. To deal with medical diagnosis problems based on generalized fuzzy
sets (FSs), the notion of single-valued neutrosophic multisets (SVNMs) [60] is firstly used to express the
diagnostic information [38]. Then the model of probabilistic rough sets (PRSs) over two universes is
applied to analyze SVNMs, and the concepts of single-valued neutrosophic rough multisets (SVNRM:s)
over two universes and probabilistic rough single-valued neutrosophic multisets (PRSVNMs) over two
universes are introduced. Based on SVNRMs over two universes and PRSVNMs over two universes,
single-valued neutrosophic probabilistic rough multisets (SVNPRMs) over two universes are further
established. Next, a three-way decision model by virtue of SVNPRMSs over two universes in the context
of medical diagnosis is constructed. Finally, a practical case study along with a comparative study are
carried out to reveal the accuracy and reliability of the constructed three-way decisions model.

The next article [39] is based on new developments on a NTG and applications earlier introduced
in 2016 by Smarandache and Ali. NTG sprang up from neutrosophic triplet set X: a collection of triplets
(bneut(b),anti(b)) for an beX that obeys certain axioms (existence of neutral(s) and opposite(s)). Some
results that are true in classical groups are investigated in NTG and shown to be either universally
true in NTG or true in some peculiar types of NTG. Distinguishing features between an NTG and
some other algebraic structures such as: generalized group (GG), quasigroup, loop, and group are
investigated. Some neutrosophic triplet subgroups (NTSGs) of a neutrosophic triplet group are studied.
Applications of the neutrosophic triplet set, and our results on NTG in relation to management and
sports, are highlighted and discussed.

Neutrosophic cubic sets [64] are the more generalized tool by which one can handle imprecise
information in a more effective way as compared to fuzzy sets and all other versions of fuzzy sets.
Neutrosophic cubic sets have the more flexibility, precision and compatibility to the system as compared
to previous existing fuzzy models. On the other hand, the graphs represent a problem physically in
the form of diagrams and matrices, etc., which is very easy to understand and handle. Therefore, the
authors of the subsequent paper [40] apply the neutrosophic cubic sets to graph theory in order to
develop a more general approach where they can model imprecise information through graphs. One of
very important futures of two neutrosophic cubic sets is the R-union that R-union of two neutrosophic
cubic sets is again a neutrosophic cubic set. Since the purpose of this new model is to capture the
uncertainty, the authors provide applications in industries to test the applicability of the defined model
based on present time and future prediction which is the main advantage of neutrosophic cubic sets.

Thereafter, another paper [41] presents a deciding technique for robotic dexterous hand
configurations. This algorithm can be used to decide on how to configure a robotic hand so it can grasp
objects in different scenarios. Receiving as input from several sensor signals that provide information
on the object’s shape, the DSmT decision-making algorithm passes the information through several
steps before deciding what hand configuration should be used for a certain object and task. The
proposed decision-making method for real time control will decrease the feedback time between
the command and grasped object, and can be successfully applied on robot dexterous hands. For
this, the authors have used the Dezert-Smarandache theory which can provide information even on
contradictory or uncertain systems.

The study [42] that follows introduces simplified neutrosophic linguistic numbers (SNLNs) to
describe online consumer reviews in an appropriate manner. Considering the defects of studies on
SNLNSs in handling linguistic information, the cloud model is used to convert linguistic terms in
SNLNS to three numerical characteristics. Then, a novel simplified neutrosophic cloud (SNC) concept
is presented, and its operations and distance are defined. Next, a series of simplified neutrosophic
cloud aggregation operators are investigated, including the simplified neutrosophic clouds Maclaurin
symmetric mean (SNCMSM) operator, weighted SNCMSM operator, and generalized weighted
SNCMSM operator. Subsequently, a MCDM model is constructed based on the proposed aggregation
operators. Finally, a hotel selection problem is presented to verify the effectiveness and validity of our
developed approach.
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In recent years, typhoon disasters have occurred frequently and the economic losses caused by
them have received increasing attention. The next study [43] focuses on the evaluation of typhoon
disasters based on the interval neutrosophic set theory. An interval neutrosophic set (INS) [63] is a
subclass of a NS [57]. However, the existing exponential operations and their aggregation methods are
primarily for the intuitionistic fuzzy set. So, this paper mainly focus on the research of the exponential
operational laws of INNs in which the bases are positive real numbers and the exponents are interval
neutrosophic numbers. Several properties based on the exponential operational law are discussed in
detail. Then, the interval neutrosophic weighted exponential aggregation (INWEA) operator is used to
aggregate assessment information to obtain the comprehensive risk assessment. Finally, a multiple
attribute decision making (MADM) approach based on the INWEA operator is introduced and applied
to the evaluation of typhoon disasters in Fujian Province, China. Results show that the proposed new
approach is feasible and effective in practical applications.

In the coming paper [44] of this book, the authors study the neutrosophic triplet groups for acZ2p
and prove this collection of triplets (a,neut(a),anti(a)) if trivial forms a semigroup under product, and
semi-neutrosophic triplets are included in that collection. Otherwise, they form a group under product,
and it is of order (p—1), with (p+1,p+1,p+1) as the multiplicative identity. The new notion of pseudo
primitive element is introduced in Z2p analogous to primitive elements in Zp, where p is a prime.
Open problems based on the pseudo primitive elements are proposed. The study is restricted to Z2p
and take only the usual product modulo 2p.

Fuzzy graph theory plays an important role in the study of the symmetry and asymmetry
properties of fuzzy graphs. With this in mind, in the next paper [45], the authors introduce new
neutrosophic graphs called complex neutrosophic graphs of type 1 (abbr. CNG1). They then present a
matrix representation for it and study some properties of this new concept. The concept of CNG1 is an
extension of the generalized fuzzy graphs of type 1 (GFG1) and generalized single-valued neutrosophic
graphs of type 1 (GSVNG1). The utility of the CNG1 introduced here is applied to a multi-attribute
decision making problem related to Internet server selection.

The purpose of the subsequent paper [46] is to study new algebraic operations and
fundamental properties of totally dependent-neutrosophic sets and totally dependent-neutrosophic
soft sets.  Firstly, the in-coordination relationships among the original inclusion relations
of totally dependent-neutrosophic sets (called type-1 and typ-2 inclusion relations in this
paper) and union (intersection) operations are analyzed, and then type-3 inclusion relation of
totally dependent-neutrosophic sets and corresponding type-3 union, type-3 intersection, and
complement operations are introduced. Secondly, the following theorem is proved: all totally
dependent-neutrosophic sets (based on a certain universe) determined a generalized De Morgan
algebra with respect to type-3 union, type-3 intersection, and complement operations. Thirdly,
the relationships among the type-3 order relation, score function, and accuracy function of totally
dependent-neutrosophic sets are discussed. Finally, some new operations and properties of totally
dependent-neutrosophic soft sets are investigated, and another generalized De Morgan algebra induced
by totally dependent-neutrosophic soft sets is obtained.

In the recent years, school administrators often come across various problems while teaching,
counseling, and promoting and providing other services which engender disagreements and
interpersonal conflicts between students, the administrative staff, and others. Action learning is
an effective way to train school administrators in order to improve their conflict-handling styles. In
the next paper [47], a novel approach is used to determine the effectiveness of training in school
administrators who attended an action learning course based on their conflict-handling styles. To
this end, a Rahim Organization Conflict Inventory II (ROCI-II) instrument is used that consists of
both the demographic information and the conflict-handling styles of the school administrators. The
proposed method uses the neutrosophic set (NS) and support vector machines (SVMs) to construct
an efficient classification scheme neutrosophic support vector machine (NS-SVM). The neutrosophic
c-means (NCM) clustering algorithm is used to determine the neutrosophic memberships and then a

10



Symmetry 2019, 11,171

weighting parameter is calculated from the neutrosophic memberships. The calculated weight value
is then used in SVM as handled in the fuzzy SVM (FSVM) approach. Various experimental works
are carried in a computer environment out to validate the proposed idea. All experimental works are
simulated in a MATLAB environment with a five-fold cross-validation technique. The classification
performance is measured by accuracy criteria. The prediction experiments are conducted based on
two scenarios. In the first one, all statements are used to predict if a school administrator is trained or
not after attending an action learning program. In the second scenario, five independent dimensions
are used individually to predict if a school administrator is trained or not after attending an action
learning program. According to the obtained results, the proposed NS-SVM outperforms for all
experimental works.

The notions of the neutrosophic hesitant fuzzy subalgebra and neutrosophic hesitant fuzzy filter
in pseudo-BCI algebras are introduced, and some properties and equivalent conditions are investigated
in the next paper [48]. The relationships between neutrosophic hesitant fuzzy subalgebras (filters)
and hesitant fuzzy subalgebras (filters) are discussed. Five kinds of special sets are constructed by
a neutrosophic hesitant fuzzy set, and the conditions for the two kinds of sets to be filters are given.
Moreover, the conditions for two kinds of special neutrosophic hesitant fuzzy sets to be neutrosophic
hesitant fuzzy filters are proved.

To solve the problems related to inhomogeneous connections among the attributes, the authors
of the following paper [49] introduce a novel multiple attribute group decision-making (MAGDM)
method based on the introduced linguistic neutrosophic generalized weighted partitioned Bonferroni
mean operator (LNGWPBM) for linguistic neutrosophic numbers (LNNSs). First of all, inspired by the
merits of the generalized partitioned Bonferroni mean (GPBM) operator and LNNs, they combine
the GPBM operator and LNNs to propose the linguistic neutrosophic GPBM (LNGPBM) operator,
which supposes that the relationships are heterogeneous among the attributes in MAGDM. In addition,
aimed at the different importance of each attribute, the weighted form of the LNGPBM operator
is investigated. Then, the authors discuss some of its desirable properties and special examples
accordingly. Finally, they propose a novel MAGDM method on the basis of the introduced LNGWPBM
operator, and illustrate its validity and merit by comparing it with the existing methods.

Based on the multiplicity evaluation in some real situations, the next paper [50] firstly introduces
a single-valued neutrosophic multiset (SVNM) as a subclass of neutrosophic multiset (NM) to express
the multiplicity information and the operational relations of SVNMs. Then, a cosine measure between
SVNMs and weighted cosine measure between SVNMs are presented to measure the cosine degree
between SVNMs, and their properties are investigated. Based on the weighted cosine measure of
SVNMs, a multiple attribute decision-making method under a SVNM environment is proposed, in
which the evaluated values of alternatives are taken in the form of SVNMs. The ranking order of
all alternatives and the best one can be determined by the weighted cosine measure between every
alternative and the ideal alternative. Finally, an actual application on the selecting problem illustrates
the effectiveness and application of the proposed method.

Rooftop distributed photovoltaic projects have been quickly proposed in China because of policy
promotion. Before, the rooftops of the shopping mall had not been occupied, and it was urged to
have a decision-making framework to select suitable shopping mall photovoltaic plans. However, a
traditional MCDM method failed to solve this issue at the same time, due to the following three defects:
the interactions problems between the criteria, the loss of evaluation information in the conversion
process, and the compensation problems between diverse criteria. In the subsequent paper [51], an
integrated MCDM framework is proposed to address these problems. First of all, the compositive
evaluation index is constructed, and the application of DEMATEL method helped analyze the internal
influence and connection behind each criterion. Then, the interval-valued neutrosophic set is utilized
to express the imperfect knowledge of experts group and avoid the information loss. Next, an extended
elimination et choice translation reality (ELECTRE) III method is applied, and it succeed in avoiding
the compensation problem and obtaining the scientific result. The integrated method used maintained

11



Symmetry 2019, 11,171

symmetry in the solar photovoltaic (PV) investment. Last but not least, a comparative analysis using
Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) method and VIKOR method
is carried out, and alternative plan X1 ranks first at the same. The outcome certified the correctness
and rationality of the results obtained in this study.

In the next paper [52], by utilizing the concept of a neutrosophic extended triplet (NET), the
authors define the neutrosophic image, neutrosophic inverse-image, neutrosophic kernel, and the
NET subgroup. The notion of the neutrosophic triplet coset and its relation with the classical coset are
defined and the properties of the neutrosophic triplet cosets are given. Furthermore, the neutrosophic
triplet normal subgroups, and neutrosophic triplet quotient groups are studied.

The following paper [53] in the book proposes novel skin lesion detection based on neutrosophic
clustering and adaptive region growing algorithms applied to dermoscopic images, called NCARG.
First, the dermoscopic images are mapped into a neutrosophic set domain using the shearlet transform
results for the images. The images are described via three memberships: true, indeterminate, and
false memberships. An indeterminate filter is then defined in the neutrosophic set for reducing the
indeterminacy of the images. A neutrosophic c-means clustering algorithm is applied to segment the
dermoscopic images. With the clustering results, skin lesions are identified precisely using an adaptive
region growing method. To evaluate the performance of this algorithm, a public data set (ISIC 2017) is
employed to train and test the proposed method. Fifty images are randomly selected for training and
500 images for testing. Several metrics are measured for quantitatively evaluating the performance
of NCARG. The results establish that the proposed approach has the ability to detect a lesion with
high accuracy, 95.3% average value, compared to the obtained average accuracy, 80.6%, found when
employing the neutrosophic similarity score and level set (NSSLS) segmentation approach.

Every organization seeks to set strategies for its development and growth and to do this, it must
take into account the factors that affect its success or failure. The most widely used technique in
strategic planning is SWOT analysis. SWOT examines strengths (S), weaknesses (W), opportunities
(O), and threats (T), to select and implement the best strategy to achieve organizational goals. The
chosen strategy should harness the advantages of strengths and opportunities, handle weaknesses,
and avoid or mitigate threats. SWOT analysis does not quantify factors (i.e., strengths, weaknesses,
opportunities, and threats) and it fails to rank available alternatives. To overcome this drawback,
the authors of the next paper [54] integrate it with the analytic hierarchy process (AHP). The AHP is
able to determine both quantitative and the qualitative elements by weighting and ranking them via
comparison matrices. Due to the vague and inconsistent information that exists in the real world, they
apply the proposed model in a neutrosophic environment. A real case study of Starbucks Company is
presented to validate the model.

Big Data is a large-sized and complex dataset, which cannot be managed using traditional data
processing tools. The mining process of big data is the ability to extract valuable information from
these large datasets. Association rule mining is a type of data mining process, which is intended to
determine interesting associations between items and to establish a set of association rules whose
support is greater than a specific threshold. The classical association rules can only be extracted from
binary data where an item exists in a transaction, but it fails to deal effectively with quantitative
attributes, through decreasing the quality of generated association rules due to sharp boundary
problems. In order to overcome the drawbacks of classical association rule mining, the authors of the
following research [55] propose a new neutrosophic association rule algorithm. The algorithm uses
a new approach for generating association rules by dealing with membership, indeterminacy, and
non-membership functions of items, conducting to an efficient decision-making system by considering
all vague association rules. To prove the validity of the method, they compare the fuzzy mining and
the neutrosophic mining [65]. The results show that the proposed approach increases the number of
generated association rules.

The INS is a subclass of the NS and a generalization of the interval-valued intuitionistic fuzzy
set (IVIFS), which can be used in real engineering and scientific applications. The last paper [56] in
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the book aims at developing new generalized Choquet aggregation operators for INSs, including the
generalized interval neutrosophic Choquet ordered averaging (G-INCOA) operator and generalized
interval neutrosophic Choquet ordered geometric (G-INCOG) operator. The main advantages of the
proposed operators can be described as follows: (i) during decision-making or analyzing process, the
positive interaction, negative interaction or non-interaction among attributes can be considered by the
G-INCOA and G-INCOG operators; (ii) each generalized Choquet aggregation operator presents a
unique comprehensive framework for INSs, which comprises a bunch of existing interval neutrosophic
aggregation operators; (iii) new multi-attribute decision making (MADM) approaches for INSs are
established based on these operators, and decision makers may determine the value of A by different
MADM problems or their preferences, which makes the decision-making process more flexible; (iv) a
new clustering algorithm for INSs are introduced based on the G-INCOA and G-INCOG operators,
which proves that they have the potential to be applied to many new fields in the future.
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Abstract: The interval neutrosophic set (INS) is a subclass of the neutrosophic set (NS) and a
generalization of the interval-valued intuitionistic fuzzy set (IVIFS), which can be used in real
engineering and scientific applications. This paper aims at developing new generalized Choquet
aggregation operators for INSs, including the generalized interval neutrosophic Choquet ordered
averaging (G-INCOA) operator and generalized interval neutrosophic Choquet ordered geometric
(G-INCOG) operator. The main advantages of the proposed operators can be described as follows:
(i) during decision-making or analyzing process, the positive interaction, negative interaction or
non-interaction among attributes can be considered by the G-INCOA and G-INCOG operators;
(ii) each generalized Choquet aggregation operator presents a unique comprehensive framework
for INSs, which comprises a bunch of existing interval neutrosophic aggregation operators; (iii) new
multi-attribute decision making (MADM) approaches for INSs are established based on these
operators, and decision makers may determine the value of A by different MADM problems or
their preferences, which makes the decision-making process more flexible; (iv) a new clustering
algorithm for INSs are introduced based on the G-INCOA and G-INCOG operators, which proves
that they have the potential to be applied to many new fields in the future.

Keywords: generalized aggregation operators; interval neutrosophic set (INS); multi-attribute
decision making (MADM); Choquet integral; fuzzy measure; clustering algorithm

1. Introduction

The neutrosophic set (NS) is a powerful comprehensive framework that comprises the concepts
of the classic set, fuzzy set (FS), intuitionistic fuzzy set (IFS), hesitant fuzzy set (HFS), paraconsistent
set, paradoxist set, and interval-valued fuzzy set (IVFS) [1-4]. It was introduced by Smarandache
to deal with incomplete, indeterminate, and inconsistent decision information, which includes the
truth membership, falsity membership, and indeterminacy membership, and their functions are
non-standard subsets of | 70,17 [ [5]. However, without a specific description, it is difficult to apply
the NS in practical application. Therefore, scholars proposed the interval neutrosophic set (INS),
single-valued neutrosophic set (SVNS), rough neutrosophic set (RNS), multi-valued neutrosophic
set (MVNS) as some special cases of the NS, and studied their related properties in [6-9]. Recently,
numbers of new neutrosophic theories have been proposed and applied to image segmentation,
image processing, rock mechanics, stock market, computational intelligence, multi-attribute decision
making (MADM), medical diagnosis, fault diagnosis, and optimization design as described in [10-13].

The INS is a subclass of the NS and generalization of the IFS and IVIFS, which was proposed
by Wang [6]. Motivated by some aggregation operators and decision-making methods for IFSs,
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IVIFSs, and NSs [14-19], a lot of theories about INSs have been put forward successively, and their
basic concepts and aggregation tools play important roles in practical applications. For instance,
Wang et al. [6] defined the basic operational relations for INSs and Zhang et al. [20] pointed out
some drawbacks of these operational laws and improved them. Then they also put forward some
basic aggregation operators to deal with MADM problems with interval neutrosophic information.
Besides, Broumi [21] introduced the definition of correlation coefficient between INSs. Then Zhang
et al. [22] pointed out some shortcomings of the existing correlation coefficient and they also
proposed the definition of improved weighted correlation coefficient. Ye [23] defined some distance
measures and similarity measures for INSs and applied these measures in practical MADM problems,
and he also [24] proposed the interval neutrosophic ordered weighted arithmetic and geometric
averaging operators, and further constructed a possibility degree ranking method under the interval
neutrosophic environment. Moreover, Liu et al. [25-27] proposed the power generalized aggregation
operators, the prioritized ordered weighted aggregation operators and induced generalized interval
neutrosophic Shapley hybrid geometric averaging/mean operators for INSs under an interval
neutrosophic environment.

For some practical problems, there exists mutual influence and interaction among attributes,
which should be considered in decision-making or other analyzing process. The interaction between
attributes can be classified into three types, which are positive interaction, negative interaction, and
non-interaction [28,29]. Failure to consider the interactions among attributes may directly lead to errors
of decision results. To solve this problem under the interval neutrosophic environment, we first intend
to define some aggregation operators in this paper by combining the definition of Choquet integral to
process the mutual influence and interaction among attributes with respect to fuzzy measure [30,31].

Besides, cluster analysis, or clustering, is defined as the unsupervised process of group (a set of
data objects) in such a way that objects in the same group (called a cluster) are somehow more similar
to each other than those in other groups (clusters) [32]. There are many algorithms for clustering
which differ significantly in their notion of what constitutes a cluster and how to efficiently find them.
Under a hesitant fuzzy environment, Chen et al. [33] proposed an algorithm to cluster hesitant fuzzy
data into different clusters. Using the algorithm as a reference, we also intend to propose an effective
new clustering algorithm under the interval neutrosophic environment.

Moreover, the generalized aggregation operators are a new class of operators, which have been
widely applied in fuzzy areas, since they can be used to synthesize multi-dimensional evaluation
values represented by kinds of hesitant fuzzy values or intuitionstic fuzzy values into collective
values. Overall, this paper aims at proposing new generalized Choquet aggregation operators for
INSs—namely, the G-INCOA operator and G-INCOG operator—which can be applied in MADM and
clustering using interval neutrosophic information. In some special cases, each generalized aggregation
operator reduces to various existing non-generalized interval neutrosophic aggregation operators.

To do so, the rest of this paper is organized as follows: Section 2 introduces some basic definitions
about the Choquet integral and INS. In Section 3, the G-INCOA operator and G-INCOG operator
are put forward and some desirable properties of them are discussed and proved. We also consider
special cases of these operators and distinguish them in two main classes, the first class focuses on the
parameter A, and the second class on the fuzzy measure y (xj)‘ In Section 4, we put forward some novel
MADM methods based on the proposed operators to deal with interval neutrosophic information and
utilize an illustrative example to validate the proposed MADM approaches by taking different values of
parameter A of the proposed operators. In Section 5, a new clustering algorithm for INSs is introduced
based on the G-INCOA operator and the G-INCOG operator. Then, a numerical example concerning
clustering is utilized as the demonstration of the application and effectiveness of the proposed clustering
algorithm. Finally, conclusions and future research directions are drawn in Section 6.
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2. Preliminaries

To facilitate the following discussion, some basic definitions about the Choquet integral and INS
are briefly introduced in this section.

2.1. Interval Neutrosophic Sets (INS)
The NS was firstly introduced by Smarandache [5], which is a comprehensive framework for
expressing and processing incomplete and indeterminate information.

Definition 1. ([5]) Let X be a non-empty fixed set, a NS on X is defined as:

Ta(x),I4(x),Fa(x): X = 170,17, (1)

where T4 (x), [4(x), Fa(x) representing the truth membership function, indeterminacy membership
function and falsity membership function, respectively, and satisfying the limit: 0~ < sup Ta(x) +
supla(x) + supFa(x) <37,

It is not difficult to find that the NS is difficult to apply in the real applications. Therefore,
Wang et al. [6] proposed the interval neutrosophic set (INS) as an instance of the NS, which is
defined as:

Definition 2. ([6]) Let X be a non-empty finite set, an INS in X is expressed by:
N = {(x, [ (x), M (), [ (), M (@), [FH(x), fU ()] | 2 € XD, 0]
where f(x) = [*(x), M (x)] € [0,1], i(x) = [M(x), ()] € [0,1], F(x) = [FHx), @) € [0,1]

representing truth, indeterminacy, and falsity membership functions of the element x € X,
and satisfying limits: 0 < #(x) + it (x) + fU(x) < 3.

For convenience, we call 71 = <[TL,?U}, [;1’;11], D‘VL,J?UD an interval neutrosophic element (INN).
The basic operational relations of INNs are defined as:

Definition 3. ([6]) Let 17 = ([}, #], [ 11,11} [f1 ,ﬁl]) and iy = ([t5, 1 12,12] [fz ,f2 ]) be two
INNSs, then:

Loome = ([ + i - B A B - A A, AR
2. m@m = ([ B, [+ -G 8+ B -85 U+ fr - i A+ B = AR
3. = {1-(1-H) 1 -7)][G )%lﬁ,[( YL A1)
4w = (@) @)L -0 - =) - - )= - A
2.2. Some Concepts of INSs
On the basis of the distance measures of INSs [23], Ye defined some similarity measures between

INSs 117 and 113, which can be given as:

Definition 4. Let /iy = ([tk, ], [i}, &, [fU, fU]) and 7, = ([t5, 8], [, %], [fY, fH1]) be two INNS,
thus, the similarity function between n1 and 15 is defined by:

Cli ) =1 (BB + (-2 + (A7) 6(“%1 B (-8 (R -A)Y) 3)

According to the value range of the similarity measures, we can obtain the value range of the
cosine function, we can obtain the following property 0 < C(7y,72) < 1. Suppose the best ideal
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alternative 71+ = ([i+ ", 117], [, 87, [FF, f47)) = ([1,1],10,0], [0,0]), then, the similarity measures
between 777 and 71 can be descrlbed as:

() + (@) + () + ~“)2+(7ﬁ’)2+(f1“)2)‘ @

C(ﬁl/ﬁz):l_ 6

The score function are effective tools to rank INNs, and here we give its definition:

Definition 5. ([25]) For 71, the score function s(71) is defined as:

st = (51 (1= @58 o (1= ) s ©

obviously, s(71) € [0, 1]. If s(i11) > s(i12), then 71y > ip.
2.3. The Fuzzy Measure and Choquet Integral
The Choquet integral is a powerful operator to aggregate kinds of fuzzy information in MADM

with respect to fuzzy measure.

Definition 6. ([30]) Let (X, A, i) be a measurable space and y : A — [0, 1], if it satisfies the conditions:

u(@) =0;

u(A) < u(B) whenever A C B,A,B € A;

IfAJCAYC...CA C..., A€ A, theny (U2 Ay) = limyseot(An);
IfA1D A D...DA D..., A€ A, theny (U Ay) = limy seot(An);

L s

then, we call p be a fuzzy measure defined by Sugeno M.

To avoid the problems with computational complexity in paractical applications, g, fuzzy
measure also called A-fuzzy measure, was proposed by Sugeno M [30], which satisfies an additional
properties: p(XUY) = pu(X) +pu(Y) + g1 p(X)p(Y), g € (=1, o) forall X,Y € Aand XNY = @.
Specially, the expression of g, fuzzy measure defined on a finite set X = {x1,x2,..., Xy} can be
simplified as:

Theorem 1. ([30]) Let X be a set (X = {xq,x2,...,xu}), A-fuzzy measure defined on X is expressed as:

A%(H (14 Agp(xi)) — 1>, if Ag #0,

u(X) = S \iex ©
X pl(xi), if Ag =0,
ieX

where x;Nx; = G foralli, j=1,23, ..., mand i # j.

Then, the Choquet integral with respect to fuzzy measures, is defined as:

Definition 7. ([31]) When p is a fuzzy measure, X = {x1, xp, ..., X} is a finite set. The Choquet integral
of a function f: X — [0, 1] with respect to fuzzy measure p can be expressed as:

[ fdp = ( (sz( )) - V(E;:(i—l))) @f<x¢(i))f @)
where (¢(1),¢(2),...¢(i),..., ¢(m)) is a permutation of (1, 2, ...1,.. ) such that f( )
F(%o@) <o S F(o)) S over S F(%pm ) Fat) = {Xo1) Xo@)r -+ (i)} and Fygo) =
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3. Generalized Interval Neutrosphic Choquet Aggregation Operators

In what follows, based on the operational relations of INNs and Choquet aggregation operator,
we shall develop new generalized Choquet aggregation operators under the interval neutrosophic
environment, such as the generalized interval neutrosophic Choquet ordered averaging (G-INCOA)
operator and generalized interval neutrosophic Choquet ordered geometric (G-INCOG) operator.

3.1. The G-INCOA and G-INCOG Operators

Definition 8. When ﬁ](] =1,2,3, ..., m)isa collection of INNs, X={x1,xp, X3, ..., X} is the set of
attributes and y measure on X, the G-INCOA and G-INCOG operators are defined as:

G — INCOA (i, iz, . i} = (@ (n(Fp)) = #(Foi—n)) )y ) J ®)

G — INCOGy {i, iz, -, iim} = (@ (1(Fy(s)) = 1 (Fyjn ))n¢<l ) , ©)
where A >0, jy;) = ;4(134,<,-)) - y(Fq,(,-,l)). where (¢(1),$(2),...¢(i),..., $(m))is a permutation of
1,2 ..., m)suchthatf(x¢(1)) < f(x¢(2)> << f(x¢ )g < f( ) Fpo) =

and F¢ = {x¢ ¢(2>,..,,x¢(i>}.

Theorem 2. When 7;(j = 1, 2, 3, ..., m) is a collection of INNs, then the aggregated value obtained
by the G-INCOA operator is also a INN, and:

1

G — INCOA (i, T, i} = (& (n(Fy)) = 1 (Fan)) ) i)

)
m A Holi) 3 " A Hot) 1
A0 ) (e |
m . A\ Fol) 3 ] . A Foi) T (10)
{1—(1—;11(1—(1—%))) ),1—(1—/1;(1—(1—%.) ) >}
1 1
A\ Foi\ & m R
o) oo ) )

Similarly, the aggregated value obtained by the G-INCOG operator is also a INN,

G — INCOGy {7y iz, iy = (@1, (1 (Fag) = 1 (Fogi-1)) ) ig ) ,

(o) eon )
{(1 —]lfll (1 - (@(f))A)M/)) Al’ (1 _;ﬁl (1 - () A) J
-6y 7) )

Proof. The result of m = 1 follows quickly from Definition 8, below we prove Equations (10) and (11)
by means of mathematical induction on m, here, take Equation (11) as an example.

1n

(a) For m = 2, based on the operation relations of INNs defined in Definition 3, we have:
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thus, for 1 — 2, the G — INCOG,, ,{ii1, iz } can be obtained as:
G~ INCOG, {2} = (iyige) | @ (hooip) ' =
ot T
[(1 (1 ) ) (- ) ) ™) (- () ) (- (i@ﬂ)»mﬂl
-6 ) -

thus, Equation (11) holds for m = 2.
(b) If Equation (11) holds for m = k, then:

Form=k+1,

G7INCOGMWL%ZW"ﬁk'ﬁk”}:(Giffl(?‘(aﬁ(f)) ?‘(Fw(z ))> () ) Gr (i) <[rk+1 %:
l

{[lf(lf,lio’(1"“?(]))/\)}[“”) ,17(1 Hl (1-1,) ,\ ;m }
et
) o)) )

{ [l 7 (1 : (1 o) WUY e (1 N (1 -(1- ’5<k+1>)/\)wmﬂ,

Tt

[( 7 17<f£(m)y)wm) (17(1*(ff<k+1>)/k)wn>% }

L A e A

-t ay™) )

(0= (- ey ) )

That is, for m = k + 1, the Equation (11) still holds, by the proof Equation (11), it is not difficult to
get Equation (10).

i 1
B . A\ Holk+1)\ T
) ,(17 <1 (%m) ) )
1
x

1

T
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This completes the proof of Theorem 2. [

Theorem 4. The G-INCOA and G-INCOG operators have the following desirable properties, taking
the G-INCOA operator as:

1. (Idempotency) Let 7i; =7 forallj =1, 2,3, ...,m,and 7i = ([, 40,18, ), [fE, U3, then:
G — INCOAyp{iiy, ia, ..., iim} = {[E, 1], [i", 1], [FF, F1]3.
2. (Boundedness) Let i~ = {[f&, 7 ], [it", "), [FL°, FU™ )t = {[E5 R0, [, U,
i~ < G—INCOA, {71, fip, ..., 0m} < 7T

3. (Commutativity) If {#},7}, ..., 7, } is a permutation of {71, 7y, ..., 7y}, then,

G — INCOA, \ {71,112, ..., fim} = G — INCOA, 7 {71}, 71, ..., 71y, }.
4. (Monotonity) If ; < ﬁ; forVje {1, 2,...,n}, then,

G — INCOA, (i, fia, ..., Tim} < G — INCOA, (il T, ..., i} }.

Proof. Suppose (1, 2, 3, ..., m) is a permutation such that 71y < 7ip < 7i3..., < .

1. Forii = {[f,11],[iF, 1], [fL, fU]}, according to Theorem 1, it follows that:

1

L LA\ D )\ § A\ S ) &
G — INCOA {1, iz i} = { | [ 1 (1* () ) A1 (“(tavo)) ) ’
1 1
AN\ K ()=o) AN I (=) F
;L U
oo o)) (o b)) ,
1 1
AN\ Et (m(F)=p(Fi-1))\ * AN Dy (u(F)=p(F-)\ X
L L
[l’(l’(l’(l’fsvm) ) > '1’<1’<1’<1*f¢r/>) ) :

Since L, (4(F) — #(F1)) = 1, thus, G — INCOA, 1 (i, Tia, ., 7w} = {[F, 1], i, 1], [FF, £}

2  For any?j = [EJL,E;J],?] = [;]L,Iu] andf = [fu,f]u], j=1,2,...,m wehave,

Since y = x%(0 < a < 1) is a monotone increasing function when x > 0 and values in the G-INCOA
operator are all valued in [0, 1], therefore,

1 1
AN Efty (r(F)=p(Fi—1))\ & AN 2 (u(E)=p(Fi-1))\ &
(1—(1—(?))” b > +(1—<1—(EU))’1 b )
1 1
(n(F)=p(F-1))\ * (#(F)=p(F1))\ *
m L A ] J m u A j ]
<(=f0-05))) (- f (- ()

1 1
i1 (n(E)—=p(Fi—1))\ % Tty (u(F)=p(Fa))\ *
§<17<17(?L+>/\> j=1 (1(Fj j > +<17<17<‘gﬁ))‘) o1 (u(E j-1 ) .

Since Z;-":l (u (Fj) —u (F]-,] )) = 1, the above equation is equivalent to:
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1 1
(p(F)=p(Fj—1))\ * AN (H(E)=pu(Fi)\

LU (1 (s R (1 (u !
P47 S(l n](l (t‘w))) > +<1 ]I}](l (tw))) ) .

and ) )
- o m AN Po \ 4 AN P\ 4
ez (i) ) ) e (o)) )
> fL' 4 fut;
Since s(717) < s(1) < s(i"), namely, 1~ < G — INCOA {711, T, .., Tim} < nt.
3 Suppose (¢(1),¢(2),..., ¢(m)) is a permutation of both {71}, 75, ..., 7, } and {71, 72,..., 7},
such that ﬁ‘f’(l) < 774,(2), ..., < ﬁff’(m)’ F‘P(i) = {x¢(1), Xp(2)r+ - ’XfP(i)}’ then,

G~ INCOA {7, s . fim} = G — INCOA {7, 7, it = 1y ((1(Fygy ) = 1 (Fyion)) ) g )

4 In general, it can be derived from the second theorem.

This completes the proof of Theorem 4. [

3.2. Families of G-INCOA and G-INCOG Operators

In this section, we consider special cases of the G-INCOA and G-INCOG operators and distinguish
them in two main classes, the first class focuses on the parameter A, and the second class on the fuzzy
measure } (xj).

3.2.1. Analyzing the Parameter A

Like other generalized operators, both the G-INCOA and G-INCOG can reduce to some general
circumstances when the parameter A takes different values, which are described as:

(1) When A = 1, the G-INCOA operator reduces to the interval neutrosophic Choquet ordered
averaging (INCOA) operator,

INCOA i, i . iy = &y (1 (Fygy) = (Foin)) ) ooy
L
o

o1 G (R A (OO (TR 4 (e

]

r)l l'_"I (f#j))l‘m)] )

=1

Similarly, the G-INCOG operator reduces to the interval neutrosophic Choquet ordered geometric
(INCOG) operator when A = 1.

(2) If A — 0, the G-INCOA operator reduces to the INCOG operator,

~ o~ _ — m H, m Hop(
INCOG{iy, 13, ..., fin} = @, (n¢( )(}1(1:4: ))—H(Ey(; 1)))) { [H (%)) " i (fﬁf(;)) wm] )
=

{1 - 1i[1(1 ~ )"0 ’}i(l - ié’@)w}' [l - ﬁ(l TS ’}i(l ’f#n)w] }

j j
Similarly, the G-INCOG operator reduces to the INCOA operator.
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(3) When A = 2, the G-INCOA operator can reduce to the interval neutrosophic Choquet ordered
quadratic averaging (INCOQA) operator,

o _ " " " 1/2
INCOQAV{TZL np,... ,nm} = (}14,(1)1’!;(1) &) ]/14,(2)11;(2) PD...PH ﬂ%"("ﬂ"é(m)) .

Similarly, then the G-INCOG operator can reduce to the interval neutrosophic Choquet ordered
quadratic geometric (INCOQG) operator.

(4) If A = 3, then the G-INCOA operator can reduce to the interval neutrosophic Choquet ordered
cubic averaging (INCOCA) operator,

o _ N N N 1/3
INCOCAI,{nl,nz, v A} = (WJ(I)”?M) &) ]44,(2)11?7(2) ®...® y¢(m)n3,<m)> .

Similarly, then the G-INCOG operator can reduce to the interval neutrosophic Choquet ordered
cubic geometric (INCOCG) operator.

3.2.2. Analyzing the Fuzzy Measure i (x;)

When considering different circumstances of the fuzzy measure j(x;), some special cases of the
G-INCOA and G-INCOG operators are given as:

(1) When u(F) =1, then G — INCOA,, M, g, e} = max{iy, iy, .. T}

(2) When pu(F) =0, then G — INCOA,, {71, 7z, ..., fim} = min{iiy, iz, ..., fm};

(3) The G-INCOA operator reduces to the generalized interval neutrosophic weighted averaging
(G-INWA) operator, if the independent condition y <x¢( j)) =u (Fq,(]-)) —u <F¢( jfl)) holds.

G — INWA{iy iy, ..., i} = (O, (%)) @ 7p)") " =

m P(X])% ‘u(x])%
H(l_fn(l‘(téw))A) > ’(1_50‘(%” > }
m V(’W) % m V(X/) %
(1 (- o)) ) e (- 0o
m p(xj) % m p(x;j) %
O S R (. (R E R |

(4) When u (x]-) =1/m, forj=1, 2,3,...,m, both the G-INCOA and G-INWA operators reduce to
the generalized interval neutrosophic averaging (G-INA) operator, which is defined as:
G — INWA{fi, T, Tin} = (@4 % @ Fpy})" =

PR 1\ %
H6-a6-)) (-6 ea)') |

m L A % l\ m U A % A
1—<1—]_1:11<1—(1—1¢<].))> ) '“(“Q(l‘(l"«»(/))) ) s

1

o)) o (b))
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(5) When u(F) = Zli‘l wj for all F C X, where |F| is the number of elements in F, then wj =

y(Fq,(j)) V(Frp/ 1>) j=1,2,...,m where w = (wl,wz,..,,wm)T such that w; > 0 and
Z]'-”Zl wj = 1. In such a situation, the G-INCOA operator reduces to the generalized interval
neutrosophic ordered weighted averaging (G-INOWA) operator as:

1
G — INOWA{iiy, iy, .. ”},( " 1w]@n¢(7))\)W

(686 ]
{1 (1*]&(1*(1*1 <>)A> ) a <1]H1(1(1%))A>“”J)j,
) -

Particularly, when p(F) = |F|/m, for all F C X, then the G-INCOA operator and G-INOWA
operator can reduce to the G-INA operator. Similarly, the G-INCOG can reduce to G-INOWG operator,
the G-ING operator, the G-INOWG operator and others.

4. Application in MADM under Interval Neutrosophic Environment

This section puts forward new approaches based on the G-INCOA and G-INCOG operators for
MADM problems with interval neutrosophic information, where the characteristics of the alternatives
are represented by INSs and the interaction relationship among attributes can be considered. Thus,
the remaining issue is to use these aggregation operators in practical MADM problems to verify the
correctness and practicality of them.

4.1. Approaches Based on the G-INCOA and G-INCOG Operators for MADM

Let X = {X3,Xp,..., X } be a finite set of m inter-related attributes and C = {Cy,Cy, ..., C, } be
a set of n choices. Suppose that with respect to the attrlbutes, the alternatives C = {Cl, Cz, oo, G}
denoted by an interval neutrosophic matrix N = (7;; = {t; i i, fi ]})nxm in detail, t,], iij, f, i mdlcate
the truth, indeterminacy and falsity membership function of C; satisfying Xj given by decision-makers,
respectively. Next, to get the best choice, the G-INCOA and G-INCOG operators are utilized to
establish MADM methods with interval neutrosophic information, which involves the following steps:

Step 1. Reorder the decision matrix

With respect to attributes X = {X, Xy, ..., Xy }, reorder m INNs ﬁl] of G (i=1, 2, m) from
smallest to largest, according to their score functlon values s(7;) calculated by Equation (5) the reorder
sequence fori =1, 2, ..., mis (¢(1),¢(2),..., ¢p(m));

Step 2. Confirm fuzzy measures of m attributes

Use g) fuzzy measure defined in Equation (6) to determine fuzzy measures y of X, in which the
interaction relationship among attributes is considered;

Step 3. Aggregate decision information by the G-INCOA or G-INCOG operators

Aggregate m INNs 11, of C; based on the G-INCOA and G-INCOG operator defined in Equation
(8) or (9), with respect to attributes X = {X3, X,..., Xiu}, as proved by Theorem 2, the aggregated
values obtained by the G-INCOA and G-INCOG operators are also INNs;

Step 4. Rank all alternatives

Rank all alternatives to select the most desirable one by their score function values between 7i;,
described in Equation (5).
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4.2. Numerical Example

An illustrative example concerning selecting is utilized to verify feasibility of the proposed MADM
approaches. Suppose that a fund manager in a wealth management firm is assessing four potential
investment opportunities, there is a panel with four possible alternatives denoted by Cy, Cz, Cs, Cy.
During MADM process, some attributes should be taken into account: (1) X; is risk; (2) X; is growth;
(3) X3 is socio-political issues and environmental impacts. Experts are required to evaluate the four
possible enterprises C;(i = 1,2,3,4) under these attributes, and interval neutrosophic decision matrix

N = (i), is constructed as:

([0.4,0.5],[0.1,0.2],[0.2,0.4])  ([0.3,0.5],]0.2,03],[0.3,0.5]) ([0.5,0.6],[0.2,0.3],[0.2,0.3])

N | (0305],02,03],[02,04]) ([02,04],(02,03],[03,03]) ([03,04],(0.3,04],[01,04))
| ([05,08],]0.1,02],0.1,02]) (][0.5,0.6],[0.1,0.3],[0.2,04]) ([0.5,0.7],[0.1,0.2],[0.1,0.2])
([0.3,0.5],[0.2,0.4],[0.3,0.4]) ([0.3,0.5],]0.3,0.4],[0.2,0.5]) ([0.2,0.5],[0.3,0.4],[0.3,0.4])

Step 1. Get score function values of 7;; calculated by Equation (5), shown as Table 1,

Table 1. Score values of 7i;;.

X;

G J X1 X> X3
C1 0.667 0.583 0.683
(@) 0.617 0.65 0.583
Cs 0.817 0.683 0.767
Cy 0.538 0.567 0.55

To facilitate the following calculation and accord to their score function values, the reordered
decision matrix N’ can be constructed as:

0.3,0.5],(0.2,0.3],[0.3,0.5])  ([0.4,0.5],[0.1,0.2],[0.2,0.4]
0.3,0.4],(0.3,0.4],[0.1,04]) ([0.3,0.5],[0.2,0.3],[0.2,0.4]
0.5,0.6],[0.1,0.3],[0.2,0.4]) ([0.5,0.7],[0.1,0.2],[0.1,0.2]
0.3,0.5],[0.2,0.4],[0.3,0.4]) ([0.2,0.5],[0.3,0.4],[0.3,0.4]

([0.5,0.6],[0.2,0.3],[0.2,0.3]
([0.2,0.4],[0.2,0.3],[0.3,0.3]
([0.5,0.8],[0.1,0.2],[0.1,0.2]
([0.3,0.5],[0.3,0.4],[0.2,0.5]

’

N
|
A

(

T
T T

Step 2. First, if the fuzzy measures of all inter-related attributes are given as follows: p(x7) = 0.25,
p(x2) = 0.38, jt(x3) = 0.46. According to Equation (6), the value of A is obtained: A; = —0.24. Thus,
we have u(x1, x2) = 0.6072, pu(xz, x3) = 0.798, u(x1, x3) = 0.6824, u(X) = 1.

Step 3. Aggregate ;;(j = 1,2,3;i = 1,2,3,4) by utilizing the G-INCOA operator (in which A = 1) to
derive the comprehensive score values 7; for a;(i = 1,2,3,4).

i, = {[0.431,0.549], [0.172,0.277], [0.158, 0.367] };
iy = {[0.327,0.427], [0.267,0.338], [0.195,0.354] };
13 I,

{

{

{[0.500,0.669], [0.100,0.228], [0.125,0.249] };
ny {

[0.260,0.500], [0.348, 0.400], [0.264,0.430] }.
Step 4. Ranking the comprehensive score values 7i; for a;(i = 1,2,3,4), we get:
s(f1) = 0.618, s(712) = 0.6, s(713) = 0.745, s(714) = 0.553.

Therefore, we have a3 > a; > ap > a4 and a3 is the best choice.
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If we utilize the G-INCOG operator for this MADM problem, aggregate ﬁi]- (j=1,2,3i=1,2,3,4)
to derive the comprehensive score value 7; for a;(i = 1,2,3,4).

’

i, = {]0.418,0.544],[0.182,0.290], [0.178,0.379

I }
i)y = {[0.322,0.454], [0.270,0.370], [0.247, 0.360] };
], %
I, }

’

[ [ ]
[ [ ]
iy, = {[0.500,0.689], [0.100,0.232], [0.133,0.267]
[ [ ]

iy, = {[0.253,0.500], [0.364,0.400], [0.270,0.434]}.

Then, ranking the score function values of INNs, we get:
s(i}) = 0.656, s(715) = 0.588, s(113) = 0.743, s(71}) = 0.548.

Rank a4; according to the score values a3 > a; > a, > a4 . Therefore, we can see that a3 is the best
choice. Obviously, the above two kinds of ranking orders are the same, therefore, the above example
clearly indicates that the proposed MADM methods are applicable and effective under an interval
neutrosophic environment.

4.3. Rank Alternatives for Different Values of A

In real life, decision makers may determine the value of A by different MADM problems or their
preferences, which makes the decision-making process more flexible. In this section, we use different
values of parameter A of the G-INCOA and G-INCOG operators, suchas A — 0or A =1 — 10, torank
alternatives of the numerical example in Section 4.2.

Combined with the proposed approaches for MADM with interval neutrosophic information, we
can obtain their score function values of four alternatives, the ranking results for different values of
A determined by the G-INCOA and G-INCOG operator are shown in Figures 1 and 2, respectively.
As shown in Figures 1 and 2, the best choice is always a3 and the worst alternative is always a4,
which means they have higher accuracy and greater reference value. Besides, the changing trends of
decision results with parameter A calculated by the G-INCOA operator presents an increasing trend,
meanwhile, the changing trends of decision results with A calculated by the G-INCOG operator shows
a declining trend, which further validates the duality of the proposed operators.

G-INCOA

Figure 1. The changing trends of decision results with A calculated by the G-INCOA operator.
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G-INCOG

T ——— 1
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oy | 3
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—C4

Figure 2. The changing trends of decision results with A calculated by the G-INCOG operator.

5. Apply the Proposed Operators for INSs to Cluster Analysis

5.1. New Clustering Algorithm for INSs

In this section, we intend to propose a new clustering algorithm for INSs to illustrate the
efficiency of the proposed operators. Let N = (ii;; = {f;, ijj, fij}) 1 b€ @ matrix of INNs on
X ={X1,Xy,..., X}, the algorithm can be described as:

Step 1. Using the proposed operator, here, take the G-INCOA operator as an example, to aggregate m

INNSs of each alternative to an comprehensive INN 7;; Using the similarity measures function defined

in Equation (3) to calculate measures between 71; and 7 (j, k =1, 2, ..., m), the corresponding results

are recorded in a matrix S;;x; = Sjk;

Step 2. Check whether the measure matrix S satisfies $2 C S, where §2 = S08S = <S}k> , and
mxm

ﬁ;k = maxp{min{sjp, Spk} }, (j, k=1,2,...,m). If it does not hold, then construct the equivalent

matrix: $2°: 5 — §2 — §* - ... - until ¥ = $2¥*Y,

Step 3. For a given confident level a € [0, 1], construct a a-cutting matrix S, = (S;?‘k) , where S;‘k is
mxm

defined as:

a _ 0, if S ik <
ik 1 , if S ik > .

Step 4. Classify the INSs by the rule: if all elements of the jth line in S, are the same as the
corresponding elements of the kth line, thus, the INSs 7; and 7. are supposed as the same type.

5.2. Numerical Example

A numerical example concerning investing is utilized to demonstrate the application of these
aggregation operators, as well as the effectiveness of them. Suppose there are five attributes to
be considered: (1) Xj : profitability; (2) X, : operating capacity; (3) X3 : market competition.
The fuzzy measures of attributes in X are given as follows: pu(x;) = 0.362, u(xz) =02,
#(x3) = 0.438. Firstly, according to Equation (7), the value of A, is obtained: A, = 0.856 .
Thus, p(x1, xp) = 0.626, u(x2, x3) = 0.713, p(xy, x3) = 0.936, u(X) = 1. Experts are required
to evaluate 10 firms C;(i = 1, 2, ...,10) under the three attributes, and interval neutrosophic decision

matrix N = (7)., is constructed as:
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([0.3,0.5],[0.5,0.6], [0.4,0.6))
([0.4,0.6],[0.3,0.5],[0.3,0.7))
([0.5,0.7],[0.2,0.3], [0.4,0.5))
([0.3,0.5],[0.4,0.6],[0.5,0.8])
([0.8,1.0],[0.2,0.3],[0.1,0.3])
([0.4,0.6],[0.4,0.6],[0.5,0.7])
([0.5,0.6],[0.4,0.5],[0.5,0.6])
([0.9,1.0],[0.1,0.2],[0.1,0.2])
([0.4,0.6],[0.6,0.7],[0.2,0.4])
([0.8,0.9],[0.2,0.4],[0.2,0.3])

([0.4,0.5],[0.4,0.6], [0.4,0.5))
([0.6,0.8],[0.3,0.4],[0.2,0.4))
([0.7,0.9],[0.2,0.4],[0.1,0.2])
([0.8,0.9],[0.1,0.2],[0.2,0.3])
([0.8,1.0],[0.1,0.2],[0.1,0.3])
([0.2,0.3],[0.6,0.8],[0.7,0.9])
([0.7,0.9],[0.2,0.3],[0.2,0.4])
([0.7,0.8],[0.2,0.3],[0.3,0.4])
([0.9,1.0],[0.1,0.2],[0.1,0.2])
([0.6,0.8],[0.3,0.5],[0.3,0.4])

([0.7,0.8],[0.2,0.3],[0.3,0.5]
([0.2,0.3],[0.8,0.9],[0.7,0.8]
([0.3,0.4],[0.5,0.7],[0.7,0.8]
([0.7,09],0.2,0.3],[0.2,0.3]
([0.4,0.6],[0.3,0.4], 0.4, 0.6]
(10.9,1.0],0.1,0.2],[0.1,0.2]
([0.6,0.8],[0.3,0.4],[0.2,0.5]
([0.4,0.5],0.4,0.6],[0.5,0.7]
([0.6,0.7],[0.3,0.4], [0.3,0.5]
( ], Al ]

)
)
)
)
)
)
)
)
)
[0.5,0.8],0.3,0.6],[0.4,0.5])

In the following, we use the proposed clustering algorithm to cluster these alternatives:

Step 1. Aggregated the G-INCOA operator defined in Equation (8) and calculated by the similarity
measure function defined in Equation (5), the weighted measures Sj; between each pair of alternatives

are recorded in a matrix S1gx10-

1
0.5984
0.4580
0.4635
0.3964
0.7100
0.5572
0.4761
0.4143
0.3984

Step 2. The equivalent measure matrix can be constructed as follows, as S8 = §* therefore, S* is an

0.5984
1
0.5
0.5136
0.4456
0.4667
0.5409
0.5456
0.5051
0.3851

equivalent measure matrix.

1
0.5984
0.5572
0.5572
0.5572
0.5431
0.5572
0.5572
0.5572
0.5211

$2 =

0.5984
0.5572
0.5572
0.5572
0.5984
0.5572
0.5572
0.5572
0.5572

st =

0.5984
1
0.5456
0.5456
0.5456
0.5984
0.5572
0.5456
0.5456
0.5456

0.5984
1
0.5572
0.5572
0.5572
0.5984
0.5572
0.5572
0.5572
0.5572

0.458
0.5
1

0.6811
0.5596
0.4080
0.6994
0.6875
0.6682
0.4753

0.5572
0.5456

0.6944
0.6517
0.5431
0.6994
0.6994
0.6811
0.6063

0.5572
0.5572

0.6944
0.6517
0.5572
0.6994
0.6994
0.6944
0.6517

0.4635
0.5136
0.6811
1
0.5421
0.4540
0.7236
0.6744
0.7310
0.4747

0.5572
0.5456
0.6994

0.6517
0.5431
0.7236
0.7023
0.7310
0.6063

0.5572
0.5572
0.6994

0.6517
0.5572
0.7236
0.7023
0.7310
0.6517

0.3964
0.4456
0.5596
0.5421
1
0.3762
0.5734
0.6517
0.6250
0.7511

0.5572
0.5456
0.6517
0.6517

0.5431
0.6517
0.6517
0.6517
0.7511

0.5572
0.5572
0.6517
0.6517

0.5572
0.6517
0.6517
0.6517
0.7511

30

0.7100
0.4667
0.4080
0.4540
0.3762
1
0.5431
0.4647
0.3813
0.4019

0.5431
0.5984
0.5431
0.5431
0.5431

0.5572
0.5431
0.5431
0.5211

0.5984
0.5984
0.5431
0.5572
0.5572

0.5572
0.5572
0.5572
0.5572

0.5572
0.5409
0.6994
0.7236
0.5734
0.5431
1
0.7023
0.6726
0.5211

0.5572
0.5572
0.6994
0.7236
0.6517
0.5572

0.7023
0.7236
0.6063

0.5572
0.5572
0.6994
0.7236
0.6517
0.5572

0.7023
0.7236
0.6517

0.4761
0.5456
0.6875
0.6744
0.6517
0.4647
0.7023
1
0.6615
0.6063

0.5572
0.5456
0.6994
0.7023
0.6517
0.5431
0.7023

0.6744
0.6517

0.5572
0.5572
0.6994
0.7023
0.6517
0.5572
0.7023

0.7023
0.6517

0.4143
0.5051
0.6682
0.731

0.625

0.3813
0.6726
0.6615

1
0.5372

0.5572
0.5456
0.6811
0.7310
0.6517
0.5431
0.7236
0.6744
1
0.6250

0.5572
0.5572
0.6944
0.7310
0.6517
0.5572
0.7236
0.7023
1
0.6517

0.3984
0.3851
0.4753
0.4747
0.7511
0.4019
0.5211
0.6063
0.5372
1

0.5211
0.5456
0.6063
0.6063
0.7511
0.5211
0.6063
0.6517
0.6520
1

0.5572
0.5572
0.6517
0.6517
0.7511
0.5572
0.6517
0.6517
0.6520
1
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1 0.5984 0.5572 0.5572 0.5572 0.5984 0.5572 0.5572 0.5572 0.5572
0.5984 1 0.5572  0.5572 0.5572 0.5984 0.5572 0.5572 0.5572 0.5572
0.5572  0.5572 1 0.6994 0.6517 0.5431 0.6994 0.6994 0.6944 0.6517
0.5572  0.5572 0.6944 1 0.6517 0.5572 0.7236 0.7023 0.7310 0.6517
0.5572  0.5572 0.6517 0.6517 1 0.5572  0.6517 0.6517 0.6517 0.7511
0.5984 0.5984 0.5572 0.5572 0.5572 1 0.5572  0.5572 0.5572 0.5572
0.5572  0.5572 0.6994 0.7236 0.6517 0.5572 1 0.7023 0.7236 0.6517
0.5572  0.5572 0.6994 0.7023 0.6517 0.5572 0.7023 1 0.7023 0.6517
0.5572 0.5572 0.6944 0.7310 0.6517 0.5572 0.7236 0.7023 1 0.6520
0.5572 0.5572 0.6517 0.6517 0.7511 0.5572 0.6517 0.6517 0.6517 1

8 =

Step 3. For a given confident level a € [0, 1], we can construct a a-cutting matrix S, = (S}*k) 0x10 for
X

S8 = (S jk) L0x10” different & produces different a-cutting matrix, for example, if « = 0, the a-cutting
X

matrix can be constructed as S, = (S}?‘k = 1) , since S8 = (Sjk > O)

10x10 10x10°

Step 4. Based on the a-cutting matrix S,, we can classify 10 alternatives into different clusters,
the possible classification of these choices is shown in Table 2.

Table 2. Different clusters of 10 alternatives with respect to different a.

Class Confidence Level Clusters

8 0731 <a <1 {{C1}1 G} {GCs} {Ca}, {Cs}, {Ce}, {Cr}, {Cs}, {Co}, {Cr0}}
7 0.7236 < a < 0.731 HC1}A{C2}, {Cs},{Cs, Co}, {C5},{Ce}, {Cr}, {Cs}, {Cr0}}

6 0.7023 < a < 0.7236 {1} A{C2} {C3},{C4, C7, Co}, {C5}, {Co}, {Cs}, {Cr0}}

5 0.6994 < & < 0.7023 HC G} {C3}, {Ca, C7, Cs, Co}, {C5 1, {Co}, {Cro}}

4 0.6517 < & < 0.6994 {{C1},{Ca},{C3,C4, C7,Cs, Co}, {C5,Cro}, {Co } }

3 0.5984 < o < 0.6517 {{C1},{C2},{C3,C4, C5,C7,Cs,Co, Cro}, {Co } }

2 0.5572 < o < 0.5984 {{C1,C2,Cs},{C5,C4,C5,C7,Cs,Co, C10}}

1 0 < a < 05572 {{C1,C2,C3,C4,Cs5,Cs,C7,Cs,Co,Cio} }

With respect to different values of «, different clusters of 10 alternatives are shown in Table 2. When
0 < & <0.5572, all alternatives belong to the same cluster, then 0.5572 < a < 0.5984, 10 alternatives are
divided in to two clusters, namely, {Cs, Cs4, Cs, C7,Cs, Cy,C1p} and {Cy,Cy,Ce}, until 0.731 < & < 1,
each alternative is an independent cluster.

6. Conclusions

This paper studies new MADM methods and clustering algorithm under an interval neutrosophic
environment, in which the attributes are inter-related. Motivated by the idea of the generalized operator,
we proposed the G-INCOA and G-INCOG operators based on the related research of the NS and SVNS
theories, which can reduce to the existing aggregation operators of INSs and have some desirable
properties. By taking different values of the parameters and comparing them with existing methods
for MADM problems, under interval neutrosophic environment, results obtained by the proposed
operators are consistent and accurate, which illustrates their practicability in application. The new
clustering algorithm are established on the G-INCOA and G-INCOG operators, a numerical example
concerning investing is utilized as the demonstration of the application of the proposed aggregation
operators, as well as the effectiveness of them. In the future, motivated by different MADM methods
under linguistic environment [34,35], it is worth investigating the use granular computing techniques
to develop new MADM methods with interval neutrosophic linguistic information.
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Abstract: Big Data is a large-sized and complex dataset, which cannot be managed using traditional
data processing tools. Mining process of big data is the ability to extract valuable information from
these large datasets. Association rule mining is a type of data mining process, which is indented to
determine interesting associations between items and to establish a set of association rules whose
support is greater than a specific threshold. The classical association rules can only be extracted from
binary data where an item exists in a transaction, but it fails to deal effectively with quantitative
attributes, through decreasing the quality of generated association rules due to sharp boundary
problems. In order to overcome the drawbacks of classical association rule mining, we propose in
this research a new neutrosophic association rule algorithm. The algorithm uses a new approach
for generating association rules by dealing with membership, indeterminacy, and non-membership
functions of items, conducting to an efficient decision-making system by considering all vague
association rules. To prove the validity of the method, we compare the fuzzy mining and the
neutrosophic mining. The results show that the proposed approach increases the number of generated
association rules.

Keywords: neutrosophic association rule; data mining; neutrosophic sets; big data

1. Introduction

The term ‘Big Data’ originated from the massive amount of data produced every day. Each day,
Google receives cca. 1 billion queries, Facebook registers more than 800 million updates, and YouTube
counts up to 4 billion views, and the produced data grows with 40% every year. Other sources of
data are mobile devices and big companies. The produced data may be structured, semi-structured,
or unstructured. Most of the big data types are unstructured; only 20% of data consists in structured
data. There are four dimensions of big data:

(1) Volume: big data is measured by petabytes and zettabytes.

(2) Velocity: the accelerating speed of data flow.

(3) Variety: the various sources and types of data requiring analysis and management.
(4) Veracity: noise, abnormality, and biases of generated knowledge.

Consequently, Gartner [1] outlines that big data’s large volume requires cost-effective, innovative
forms for processing information, to enhance insights and decision-making processes.
Prominent domains among applications of big data are [2,3]:

(1) Business domain.
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(2) Technology domain.
(3) Health domain.
(4) Smart cities designing.

These various applications help people to obtain better services, experiences, or be healthier,
by detecting illness symptoms much earlier than before [2]. Some significant challenges of managing
and analyzing big data are [4,5]:

(1) Analytics Architecture: The optimal architecture for dealing with historic and real-time data at
the same time is not obvious yet.

(2) Statistical significance: Fulfill statistical results, which should not be random.

(3) Distributed mining: Various data mining methods are not fiddling to paralyze.

(4) Time evolving data: Data should be improved over time according to the field of interest.

(5) Compression: To deal with big data, the amount of space that is needed to store is highly relevant.

(6) Visualization: The main mission of big data analysis is the visualization of results.

(7) Hidden big data: Large amounts of beneficial data are lost since modern data is unstructured data.

Due to the increasing volume of data at a matchless rate and of various forms, we need to manage
and analyze uncertainty of various types of data. Big data analytics is a significant function of big data,
which discovers unobserved patterns and relationships among various items and people interest on a
specific item from the huge data set. Various methods are applied to obtain valid, unknown, and useful
models from large data. Association rule mining stands among big data analytics functionalities.
The concept of association rule (AR) mining already returns to H'ajek et al. [6]. Each association
rule in database is composed from two different sets of items, which are called antecedent and
consequent. A simple example of association rule mining is “if the client buys a fruit, he/she is
80% likely to purchase milk also”. The previous association rule can help in making a marketing
strategy of a grocery store. Then, we can say that association rule-mining finds all of the frequent
items in database with the least complexities. From all of the available rules, in order to determine the
rules of interest, a set of constraints must be determined. These constraints are support, confidence,
lift, and conviction. Support indicates the number of occurrences of an item in all transactions,
while the confidence constraint indicates the truth of the existing rule in transactions. The factor
“lift” explains the dependency relationship between the antecedent and consequent. On the other
hand, the conviction of a rule indicates the frequency ratio of an occurring antecedent without a
consequent occurrence. Association rules mining could be limited to the problem of finding large
itemsets, where a large itemset is a collection of items existing in a database transactions equal to or
greater than the support threshold [7-20]. In [8], the author provides a survey of the itemset methods
for discovering association rules. The association rules are positive and negative rules. The positive
association rules take the form X =Y, X C I, Y C [ and XNY = ¢, where X, Y are antecedent
and consequent and I is a set of items in database. Each positive association rule may lead to three
negative association rules, =Y, X — Y, and X — Y. Generating association rules in [9] consists
of two problems. The first problem is to find frequent itemsets whose support satisfies a predefined
minimum value. Then, the concern is to derive all of the rules exceeding a minimum confidence,
based on each frequent itemset. Since the solution of the second problem is straightforward, most of the
proposed work goes in for solving the first problem. An a priori algorithm has been proposed in [19],
which was the basis for many of the forthcoming algorithms. A two-pass algorithm is presented
in [11]. It consumes only two database scan passes, while a priori is a multi-pass algorithm and
needs up to c+1 database scans, where c is the number of items (attributes). Association rules mining
is applicable in numerous database communities. It has large applications in the retail industry to
improve market basket analysis [7]. Streaming-Rules is an algorithm developed by [9] to report an
association between pairs of elements in streams for predictive caching and detecting the previously
undetectable hit inflation attacks in advertising networks. Running mining algorithms on numerical
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attributes may result in a large set of candidates. Each candidate has small support and many rules
have been generated with useless information, e.g., the age attribute, salary attribute, and students’
grades. Many partitioning algorithms have been developed to solve the numerical attributes problem.
The proposed algorithms faced two problems. The first problem was the partitioning of attribute
domain into meaningful partitions. The second problem was the loss of many useful rules due to
the sharp boundary problem. Consequently, some rules may fail to achieve the minimum support
threshold because of the separating of its domain into two partitions.

Fuzzy sets have been introduced to solve these two problems. Using fuzzy sets make the
resulted association rules more meaningful. Many mining algorithms have been introduced to solve
the quantitative attributes problem using fuzzy sets proposed algorithms in [13-27] that can be
separated into two types related to the kind of minimum support threshold, fuzzy mining based on
single-minimum support threshold, and fuzzy mining based on multi-minimum support threshold [21].
Neutrosophic theory was introduced in [28] to generalize fuzzy theory. In [29-32], the neutrosophic
theory has been proposed to solve several applications and it has been used to generate a solution
based on neutrosophic sets. Single-valued neutrosophic set was introduced in [33] to transfer the
neutrosophic theory from the philosophic field into the mathematical theory, and to become applicable
in engineering applications. In [33], a differentiation has been proposed between intuitionistic fuzzy
sets and neutrosophic sets based on the independence of membership functions (truth-membership
function, falsity-membership function, and indeterminacy-membership function). In neutrosophic
sets, indeterminacy is explicitly independent, and truth-membership function and falsity-membership
function are independent as well. In this paper, we introduce an approach that is based on neutrosophic
sets for mining association rules, instead of fuzzy sets. Also, a comparison resulted association
rules in both of the scenarios has been presented. In [34], an attempt to express how neutrosophic
sets theory could be used in data mining has been proposed. They define SVNSF (single-valued
neutrosophic score function) to aggregate attribute values. In [35], an algorithm has been introduced
to mining vague association rules. Items properties have been added to enhance the quality of mining
association rules. In addition, almost sold items (items has been selected by the customer, but not
checked out) were added to enhance the generated association rules. AH-pair Database consisting
of a traditional database and the hesitation information of items was generated. The hesitation
information was collected, depending online shopping stores, which make it easier to collect that type
of information, which does not exist in traditional stores. In this paper, we are the first to convert
numerical attributes (items) into neutrosophic sets. While vague association rules add new items from
the hesitating information, our framework adds new items by converting the numerical attributes into
linguistic terms. Therefore, the vague association rule mining can be run on the converted database,
which contains new linguistic terms.

Research Contribution

Detecting hidden and affinity patterns from various, complex, and big data represents a significant
role in various domain areas, such as marketing, business, medical analysis, etc. These patterns are
beneficial for strategic decision-making. Association rules mining plays an important role as well
in detecting the relationships between patterns for determining frequent itemsets, since classical
association rules cannot use all types of data for the mining process. Binary data can only be used to
form classical rules, where items either exist in database or not. However, when classical association
rules deal with quantitative database, no discovered rules will appear, and this is the reason for
innovating quantitative association rules. The quantitative method also leads to the sharp boundary
problem, where the item is below or above the estimation values. The fuzzy association rules are
introduced to overcome the classical association rules drawbacks. The item in fuzzy association rules
has a membership function and a fuzzy set. The fuzzy association rules can deal with vague rules,
but not in the best manner, since it cannot consider the indeterminacy of rules. In order to overcome
drawbacks of previous association rules, a new neutrosophic association rule algorithm has been
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introduced in this research. Our proposed algorithm deals effectively and efficiently with vague
rules by considering not only the membership function of items, but also the indeterminacy and the
falsity functions. Therefore, the proposed algorithm discovers all of the possible association rules and
minimizes the losing processes of rules, which leads to building efficient and reliable decision-making
system. By comparing our proposed algorithm with fuzzy approaches, we note that the number
of association rules is increased, and negative rules are also discovered. The separation of negative
association rules from positive ones is not a simple process, and it helps in various fields. As an
example, in the medical domain, both positive and negative association rules help not only in the
diagnosis of disease, but also in detecting prevention manners.

The rest of this research is organized as follows. The basic concepts and definitions of association
rules mining are presented in Section 2. A quick overview of fuzzy association rules is described
in Section 3. The neutrosophic association rules and the proposed model are presented in Section 4.
A case study of Telecom Egypt Company is presented in Section 5. The experimental results and
comparisons between fuzzy and proposed association rules are discussed in Section 6. The conclusions
are drawn in Section 7.

2. Association Rules Mining

In this section, we formulate the | D| transactions from the mining association rules for a database
D. We used the following notations:

(i) I={i1,ia,...in} represents all the possible data sets, called items.

(ii) Transaction set T is the set of domain data resulting from transactional processing such as T C I.

(iii) For a given itemset X C I and a given transaction T, we say that T contains X if and only if X C T.

(iv) ox: the support frequency of X, which is defined as the number of transactions out of D that
contain X.

(v) s: the support threshold.

X is considered a large itemset, if cx > |D| x s. Further, an association rule is an implication of
theform X =Y, where X C [, Y CJand XNY = ¢.

An association rule X = Y is addressed in D with confidence c if at least c transactions out of D
contain both X and Y. The rule X = Y is considered as a large itemset having a minimum support s if:
oxuy > |D| X s.

For a specific confidence and specific support thresholds, the problem of mining association
rules is to find out all of the association rules having confidence and support that is larger than the
corresponding thresholds. This problem can simply be expressed as finding all of the large itemsets,
where a large itemset L is:

L={X|XCIAox > |D|xs}

3. Fuzzy Association Rules

Mining of association rules is considered as the main task in data mining. An association rule
expresses an interesting relationship between different attributes. Fuzzy association rules can deal with
both quantitative and categorical data and are described in linguistic terms, which are understandable
terms [26].

LetT = {ty,...,t,} be a database transactions. Each transaction consists of a number of attributes
(items). Let I = {i,..., i} be a set of categorical or quantitative attributes. For each attribute i,
(k=1,...,m), we consider {n;, ..., n;} associated fuzzy sets. Typically, a domain expert determines
the membership function for each attribute.

The tuple < X, A > is called the fuzzy itemset, where X C I (set of attributes) and A is a set of
fuzzy sets that is associated with attributes from X.

Following is an example of fuzzy association rule:
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IF salary is high and age is old THEN insurance is high

Before the mining process starts, we need to deal with numerical attributes and prepare them for
the mining process. The main idea is to determine the linguistic terms for the numerical attribute and
define the range for every linguistic term. For example, the temperature attribute is determined by the
linguistic terms {very cold, cold, cool, warm, hot}. Figure 1 illustrates the membership function of the
temperature attribute.

s A4 A4 g

cold cool Warm e hot

very cold

Figure 1. Linguistic terms of the temperature attribute.

The membership function has been calculated for the following database transactions illustrated
in Table 1.

Table 1. Membership function for Database Transactions.

Transaction Temp.  Membership Degree
T1 18 1 cool
T2 13 0.6 cool, 0.4 cold
T3 12 0.4 cool, 0.6 cold
T4 33 0.6 warm, 0.4 hot
T5 21 0.2 warm, 0.8 cool
T6 25 1 warm

We add the linguistic terms {very cold, cold, cool, warm, hot} to the candidate set and calculate
the support for those itemsets. After determining the linguistic terms for each numerical attribute,
the fuzzy candidate set have been generated.

Table 2 contains the support for each itemset individual one-itemsets. The count for every
linguistic term has been calculated by summing its membership degree over the transactions. Table 3
shows the support for two-itemsets. The count for the fuzzy sets is the summation of degrees that
resulted from the membership function of that itemset. The count for two-itemset has been calculated
by summing the minimum membership degree of the 2 items. For example, {cold, cool} has count 0.8,
which resulted from transactions T2 and T3. For transaction T2, membership degree of cool is 0.6 and
membership degree for cold is 0.4, so the count for set {cold, cool} in T2 is 0.4. Also, T3 has the same
count for {cold, cool}. So, the count of set {cold, cool} over all transactions is 0.8.
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Table 2. 1-itemset support.

1-itemset Count Support

Very cold 0 0
Cold 1 0.17
Cool 2.8 0.47
Warm 1.6 0.27
Hot 0.6 0.1

Table 3. 2-itemset support.

2-itemset Count Support

{Cold, cool} 0.8 0.13
{Warm, hot} 04 0.07
{warm, cool} 0.2 0.03

In subsequent discussions, we denote an itemset that contains k items as k-itemset. The set of all
k-itemsets in L is referred as Ly.

4. Neutrosophic Association Rules

In this section, we overview some basic concepts of the NSs and SVNSs over the universal set X,
and the proposed model of discovering neutrosophic association rules.

4.1. Neutrosophic Set Definitions and Operations

Definition 1 ([33]). Let X be a space of points and xeX. A neutrosophic set (NS) A in X is definite by a
truth-membership function T, (x), an indeterminacy-membership function 14 (x) and a falsity-membership
function Fp(x). Ta(x), Lo (x) and Fa(x) are real standard or real nonstandard subsets of |0, 1*[. That is
Ta(x): X =170, 1*[, I4(x): X = 170, 1*[ and F5(x): X — 170, 1*[. There is no restriction on the sum of
Ta(x), In(x) and Fa(x), s0 0~ < sup Tp(x) +sup I5(x) + sup Fa(x) < 3*.

Neutrosophic is built on a philosophical concept, which makes it difficult to process during
engineering applications or to use it to real applications. To overcome that, Wang et al. [31], defined the
SVNS, which is a particular case of NS.

Definition 2. Let X be a universe of discourse. A single valued neutrosophic set (SVNS) A over X is an object
taking the form A = {(x,Ta(x), I4(x), Fa(x)): x€X}, where Ta(x): X — [0, 1], Iy (x): X — [0, 1] and F4 (x):
X = [0, 1] with 0 < Ta(x) + Ia(x) + Fa(x) < 3 for all x€X. The intervals Ta(x), I4(x) and F4(x) represent
the truth-membership degree, the indeterminacy-membership degree and the falsity membership degree of x to A,
respectively. For convenience, a SVN number is represented by A = (a, b, ¢), where a, b, c€[0, 1] anda +b+c < 3.

Definition 3 (Intersection) ([31]). For two SVNSs A = (Ta(x), I4(x), Fa(x)) and B = (Tp(x), Ig(x), Fs(x)),
the intersection of these SVNSs is again an SVNSs which is defined as C = A N B whose truth, indeterminacy and
falsity membership functions are defined as Tc(x) = min(Ta(x), Tg(x)), Ia(x) = min(I4(x), Ig(x)) and
Fe(x) = max(Fa(x), Fg(x)).

Definition 4 (Union) ([31]). For two SVNSs A = (T4(x),I1a(x),Fa(x)) and B = (Tg(x), Ig(x), Fz(x)),
the union of these SVNSs is again an SVINSs which is defined as C = A U B whose truth, indeterminacy and
falsity membership functions are defined as Tc(x) = max(Ta(x), Tg(x)), Ia(x) = max(I4(x), Ig(x)) and
Fc(x) = min(Fa(x), Fp(x)).
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Definition 5 (Containment) ([31]). A single valued neutrosophic set A contained in the other SVNS B,
denoted by A C B if and only if T4 (x) < Tg(x), I4(x) < Ig(x) and F4(x) > Fg(x) for all x in X.

Next, we propose a method for generating the association rule under the SVNS environment.

4.2. Proposed Model for Association Rule

In this paper, we introduce a model to generate association rules of form:

X — Y where XNY = ¢ and X, Y are neutrosophic sets.

Our aim is to find the frequent itemsets and their corresponding support. Generating an
association rule from its frequent itemsets, which are dependent on the confidence threshold, are also
discussed here. This has been done by adding the neutrosophic set into I, where I is all of the
possible data sets, which are referred as items. So I = N U M where N is neutrosophic set and M is
classical set of items. The general form of an association rule is an implication of the form X — Y,
where X C I, YC L XNY = ¢.

Therefore, an association rule X — Y is addressed in Database D with confidence ‘¢’ if at least ¢
transactions out of D contains both X and Y. On the other hand, the rule X — Y is considered a large
item set having a minimum support s if cx )y > |D| x s. Furthermore, the process of converting the
quantitative values into the neutrosophic sets is proposed, as shown in Figure 2.

Input quantitative database, minimum support,
minimum confidence thresholds

Represent each item in quantitative database as a neutrosophic number,
and determine its truth, indeterminacy and falsity membership functions

|

For each item in transactions calculate the count,
support and confidence

Yes

If support and
confidence of
item 2 mun
thresholds

Add item to
frequent item set

Add item to
infrequent item set

—'l Determune all valid positive and negative association rules

Figure 2. The proposed model.

The proposed model for the construction of the neutrosophic numbers is summarized in the
following steps:
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Step1
Step 2

Step 3
Step 4

Step 5

Step 6

Set linguistic terms of the variable, which will be used for quantitative attribute.

Define the truth, indeterminacy, and the falsity membership functions for each constructed
linguistic term.

For each transaction t in T, compute the truth-membership, indeterminacy-membership and
falsity-membership degrees.

Extend each linguistic term 1 in set of linguistic terms L into Ty, I;, and Fy, to denote truth-
membership, indeterminacy-membership, and falsity-membership functions, respectively.

For each k-item set where k = {1,2,...,n}, and n number of iterations.

e calculate count of each linguistic term by summing degrees of membership for each
i=t
transaction as Count(A) = Y pa(x) where iy is Ty, I4 or Fy.
i=1

Count(A)

e calculate support for each linguistic term s = Nowof frnsactions’

The above procedure has been repeated for every quantitative attribute in the database.

In order to show the working procedure of the approach, we consider the temperature as an
attribute and the terms “very cold”, “cold”, “cool”, “warm”, and “hot” as their linguistic terms
to represent the temperature of an object. Then, following the steps of the proposed approach,
construct their membership function as below:

Step1

Step 2

The attribute temperature” has set the linguistic terms “very cold”, “cold”, “cool”, “warm”,
and “hot”, and their ranges are defined in Table 4.

Table 4. Linguistic terms ranges.

Linguistic Term Core Range  Left Boundary Range  Right Boundary Range

Very Cold —00—0 N/A 0-5
Cold 5-10 0-5 10-15
Cool 15-20 10-15 20-25
Warm 25-30 20-25 30-35
Hot 35-00 30-35 N/A

Based on these linguistic term ranges, the truth-membership functions of each linguistic
variable are defined, as follows:

;forx <0
Tveryfcald(x) = (5 - x)/5 ;fOT’ 0<x<5
0 ;forx >5

1 ;for5 <x <10
(15—x)/5 ;forl0<x <15
x/5 ;for0<x <5

0 ;forx >150rx <0

Teotd (x) =

1 ;for15 <x <20
(25—x)/5 ;for20<x <25
(x—10)/5 ;forl0<x <15
0 ; otherwise

Tcool(x) =

1 ; for25 < x <30
(35—x)/5 ;for30<x <35
(x—20)/5 ;for20 <x <25
0 ; otherwise

Twarm (x) =
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;forx > 35
Thot(x) = ¢ (x—30)/5 ;for30 <x <35
0 ; otherwise

The falsity-membership functions of each linguistic variable are defined as follows:

0 ;forx <0
Fvery—culd(x): x/5 ;f01’0<x<5 ;
1 ;forx >5
0 ;for5<x <10
F ) (x=10)/5 ;for10<x<15
cotd () = (5—x)/5 ;for0<x<5
1 ;forx >150rx <0
0 ;for15 < x <20
Fopot (%) = (x—20)/5 ;for20<x<25
oo (15—x)/5 ;forl0<x<15
1 ; otherwise
0 ; for25 < x <30
Foarm () = (x—30)/5 ;for30<x <35
(25—x)/5 ;for20 <x <25
1 ; otherwise
0 ; forx >35
Fpot(x) = ¢ (35—x)/5 ; for30 < x <35
1 ; otherwise

The indeterminacy membership functions of each linguistic variables are defined as follows:

Iveryfcold (x) =

Icald(x) =

(x —7.5)/5

(175—x)/5
(x—175)/5
(275—x)/5

Icnol(x) =

o

(275—x)/5
(x—275)/5
(375—x)/5
0

Lwarm (x) =

42

;forx < =25
;for—25<x <25
;for25<x <75
;forx >75

;for25<x <25
;for25<x <75
;for75 <x <125
;for125 <x <175
;otherwise

;for75 <x <125
;for125 < x <175
;for175 <x <225
;for225 <x <275
;otherwise

;for175 <x <225
;for225 <x <275
;for275 <x <325
;for32.5 < x <375
;otherwise
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(x—275)/5
Inot(x) = (375—x)/5 ;for325<x <375
0 ;otherwise

;for275 <x <325

The graphical membership degrees of these variables are summarized in Figure 3. The graphical
falsity degrees of these variables are summarized in Figure 4. Also, the graphical indeterminacy

degrees of these variables are summarized in Figure 5. On the other hand, for a particular linguistic
Figure 6.

term, ‘Cool’ in the temperature attribute, their neutrosophic membership functions are represented in

mverycoldt ®mcoldt mcoolt

warmt ® hott

Figure 3. Truth-membership function of temperature attribute.

AAAN

mverycoldf mcoldf mcoolf

warmf mhotf

Figure 4. Falsity-membership function of temperature attribute.

A A
/ \\ / :

\
[N

mverycoldi mcoldi

m cool i warmi mhoti

Figure 5. Indeterminacy-membership function of temperature attribute.
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Figure 6. Cool (T, I, F) for temperature attribute.

Step 3 Based on the membership grades, different transaction has been set up by taking different
sets of the temperatures. The membership grades in terms of the neutrosophic sets of these
transactions are summarized in Table 5.

Table 5. Membership function for database Transactions.

Transaction Temp. Membership Degree

Very-cold <0,0,1>
cold <0,0,1>
T1 18 cool <1,0.1,0>
warm <0,0.1,1>
hot <0,0,1>

Very cold <0,0,1>
cold <0.4,0.9,0.6>
T2 13 cool <0.6,0.9,0.4>
warm <0,0,1>
hot <0,0,1>

Very cold <0,0,1>
cold <0.6,0.9,0.4>
T3 12 cool <0.4,0.9,0.6>
warm <0,0,1>
hot <0,0,1>

Very cold <0,0,1>
cold <0,0,1>
T4 33 cool <0,0,1>
warm <0.4,0.9,0.6>
hot <0.6,0.9,0.4>

Very cold <0,0,1>
cold <0,0,1>
T5 21 cool <0.8,0.7,0.2>
warm <0.2,0.7,0.8>
hot <0,0,1>

Very cold <0,0,1>
cold <0,0,1>
T6 25 cool <0,0,1>
warm <1,0.5,0>
hot <0,0,1>
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Step4 Now, we count the set of linguistic terms {very cold, cold, cool, warm, hot} for every element
in transactions. Since the truth, falsity, and indeterminacy-memberships are independent

functions, the set of linguistic terms can be extended to {Tmy,wld, Teotdr Teootr Twarms Thot

Fveryfcoldl Feotar Feools Fewarms Fuot Iveryfculd/ Leotdr Leoots Twarm, Ihat} where Fyarn means not worm
and Iy,r-n means not sure of warmness. This enhances dealing with negative association rules,
which is handled as positive rules without extra calculations.

Step5 By using the membership degrees that are given in Table 5 for candidate 1-itemset, the count
and support has been calculated, respectively. The corresponding results are summarized in
Table 6.

Table 6. Support for candidate 1-itemset neutrosophic set.

1-itemset Count Support
Tverycold 0 0
Tcold 1 0.17
Teceol 28 0.47
TWarm 16 0.27
Thiot 0.6 0.1
Iverycald 0 0
Tcold 1.8 03
Tcool 26 043
I Warm 22 0.37
Tt 0.9 0.15
F verycold 6 1
Feola 5 0.83
Feool 32 0.53
Farm 44 0.73
Friof 54 0.9

Similarly, the two-itemset support is illustrated in Table 7 and the rest of itemset generation
(k-itemset for k = 3,4...8) are obtained similarly. The count for k-item set in database record is defined
by minimum count of each one-itemset exists.

For example: {Tcyi, Tcoor} count is 0.8

Because they exists in both T2 and T3.

In T2: Tcyg = 0.4 and Ty, = 0.6 s0, count for {T ey, Tcor} in T2 = 0.4

In T3: Teog = 0.6 and Ty = 0.4 s0, count for {T ey, Tor} in T2 = 0.4

Thus, count of {T¢y4, Tcoor} in (Database) DB is 0.8.

Table 7. Support for candidate 2-itemset neutrosophic set.

2-itemset Count Support 2-itemset Count Support

{Tcotdr Tcoot} 0.8 0.13 {Icotar Icoott 1.8 0.30
{Tcota, Icola} 1 0.17 {Icouas Fverycold} 1.8 0.30
{Tcotdr Icool} 1 0.17 {Icotd, Feotal 1 0.17
{Tcotdr Fuerycola} 1 0.17 {Icotds Feoot} 1 0.17
{Tcoid, Feola} 0.8 0.13 {Icotd, Fwarm} 1.8 0.30
{Tcotd Fcool} 1 0.17 {Icotd, Frot} 1.8 0.30
{TCa[d/ FWarm} 1 0.17 {ICUGIr IWarm} 0.8 0.13
{TColdr FHnt} 1 0.17 {ICaul/ Fveryculd} 2.6 0.43
{Tcoots Twarm} 0.2 0.03 {Icoot Feold} 1.8 0.30
{TCOUI/ [Cold} 1 0.17 {ICDol/ FCuol} 12 0.20
{TCoulr FCoal} 1.8 0.30 {ICuol/ Fvarm} 2.6 0.43
{Tcoots Iwarm} 0.8 0.13 {Icoots FHot} 2.6 0.43
{Tcools Fverycold} 2.8 0.47 {Iwarm: IHott 0.9 0.15
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Table 7. Cont.

!TCooI/ FCald’ 2.8 0.47 [IWMM/ Fverycold} 22 0.37
[TCoolr FCDaI] 1 0.17 [IWurmr FCoId} 22 0.37
{Tcoot, Fwarm} 28 0.47 {Iwarm, FCool] 1.6 0.27
{TCool/ FHot} 2.8 047 UIwarm: Fwarm} 14 0.23
{Twarm, THot} 04 0.07 {Iwarm, Frot} 17 0.28
{TWarm» Icoot) 02 0.03 {Ittot, Foerycotd) 0.9 0.15
{Twarm, Iwarm} 1.1 0.18 {IHot, FCuld} 0.9 0.15
{TWarm, IHot} 0.4 0.07 {THot, FCooI} 0.9 0.15
{Twarm, Fverycnld} 1.6 0.27 {Irot, Fwarm) 0.6 0.10
{Twarm, FCnId} 1.6 0.27 {IHot, Frot} 04 0.07
{TwWarm, Fcoolt 1.6 0.27 {Fveryculdr Feou} 5 0.83
{Twarm, Fwarm) 0.6 0.10 {Fverycnldr Feool} 32 0.53
{Twarm, Frot} 1.6 0.27 {Fverycoldr Fwarm} 44 0.73
{Trot, Iwarm} 0.6 0.10 {Fverycnld/ Frot} 5.4 0.90
{THot, Iot} 0.6 0.10 {Fcotd Fcool} 3 0.50
{THot. Fverycold} 0.6 0.10 {Fcotds Fwarm} 34 0.57
{Ttot, Fcoia) 0.6 0.10 {Fcotds Frot) 44 0.73
{Trots Fcoot} 0.6 0.10 {Fcoots FWarm} 1.8 0.30
{THot, Fwarm} 0.6 0.10 {Fcoots Friot} 2.6 0.43
{THﬂtr FHot} 04 0.07 {FWarmr FHU['} 42 0.70

5. Case Study

In this section, the case of Telecom Egypt Company stock records has been studied. Egyptian stock
market has many companies. One of the major questions for stock market users is when to buy or
to sell a specific stock. Egyptian stock market has three indicators, EGX30, EGX70, and EGX100.
Each indicator gives a reflection of the stock market. Also, these indicators have an important impact
on the stock market users, affecting their decisions of buying or selling stocks. We focus in our study
on the relation between the stock and the three indicators. Also, we consider the month and quarter
of the year to be another dimension in our study, while the sell/buy volume of the stock per day is
considered to be the third dimension.

In this study, the historical data has been taken from the Egyptian stock market program (Mist)
during the program September 2012 until September 2017. For every stock/indicator, Mist keeps a
daily track of number of values (opening price, closing price, high price reached, low price reached,
and volume). The collected data of Telecom Egypt Stock are summarized in Figure 7.

= Telecom Egypt B EEE
Symbolid Ts_date | Open | Close | High | Low | Volume (|
$48031C016012-09-13 13.98 14.07 14.29 13.85 490,997
$48031C016012-09-16 14.08 14.09 14.20 14.02 347,258
$48031C016012-09-17 14.11 14.60 15.01 14.11 2,050,226
$48031C016012-09-18 14.52 14.72 15.00 14.52 500,290
$48031C016012-09-19 1490 14.68 14.95 14.41 362,893
$48031C016012-09-20 14.77 14.84 15.00 14.50 913,683
$48031C016012-09-23 14.56 15.09 15.37 14.56 283,008
$48031C016012-09-24 14.80 14.73 15.00 14.68 896,914
$48031C016012-09-25 14.80 14.39 14.80 14.00 2,604,812
SARNAMICNIANI2.09.26 1425 1453 1471 14925 RAR1N?2

Figure 7. Telecom Egypt stock records.
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In this study, we use the open price and close price values to get price change rate, which are

defined as follows:
close price — open price

- x 100
open price

price change rate =

and change the volume to be a percentage of total volume of the stock with the following relation:

1
percentage of volume = _voame x 100
total volume

The same was performed for the stock market indicators. Now, we take the attributes as “quarter”,

“month”, “stock change rate”, “volume percentage”, and “indicators change rate”. Table 8 illustrates
the segment of resulted data after preparation.

Table 8. Segment of data after preparation.

Ts_Date Month Quarter Change Volume Change30  Change70  Changel00

13 September 2012 September 3 0.64 0.03 -111 0.01 —043
16 September 2012 September 3 0.07 0.02 2.82 4.50 3.67
17 September 2012 September 3 3.47 0.12 127 0.76 0.81
18 September 2012 September 3 1.38 0.03 —0.08 —0.48 —0.43
19 September 2012 September 3 —1.48 0.02 0.35 —1.10 —0.64
20 September 2012 September 3 0.47 0.05 —1.41 —1.64 —1.55
23 September 2012 September 3 3.64 0.02 —0.21 1.00 0.41
24 September 2012 September 3 —0.47 0.05 0.27 —0.09 0.03
25 September 2012 September 3 —2.77 0.15 2.15 1.79 1.85
26 September 2012 September 3 1.96 0.04 0.22 0.96 0.57
27 September 2012 September 3 0.90 0.05 —1.38 —0.88 —0.92
30 September 2012 September 3 —0.14 0.00 —1.11 —0.79 —0.75

1 October 2012 October 4 —1.60 0.02 —2.95 —4.00 —3.51

Based on these linguistic terms, define the ranges under the SVNSs environment. For this,
corresponding to the attribute in “change rate” and “volume”, the truth-membership functions by
defining their linguistic terms as {“high up”, “high low”, “no change”, “low down”, “high down"}
corresponding to attribute “change rate”, while for the attribute “volume”, the linguistic terms
are (low, medium, and high) and their ranges are summarized in Figures 8 and 9, respectively.
The falsity-membership function and indeterminacy-membership function have been calculated and
applied as well for change rate attribute.

®highup ®lowup ®nochange low down ® high down

Figure 8. Change rate attribute truth-membership function.
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®low Mmmedium ®high

Figure 9. Volume attribute truth-membership function.

6. Experimental Results

We proceeded to a comparison between fuzzy mining and neutrosophic mining algorithms,
and we found out that the number of generated association rules increased in neutrosophic mining.

A program has been developed to generate large itemsets for Telecom Egypt historical data.
VB.net has been used in creating this program. The obtained data have been stored in an access
database. The comparison depends on the number of generated association rules in a different
min-support threshold. It should be noted that the performance cannot be part of the comparison
because of the number of items (attributes) that are different in fuzzy vs. neutrosophic association
rules mining. In fuzzy mining, the number of items was 14, while in neutrosophic mining it is
34. This happens because the number of attributes increased. Spreading each linguistic term into
three (True, False, Indeterminacy) terms make the generated rules increase. The falsity-generated
association rules can be considered a negative association rules. As pointed out in [36], the conviction
of arule conv(X — Y) is defined as the ratio of the expected frequency that X happened without Y
falsity-association rules to be used to generate negative association rules if T(x) 4+ F(x) = 1. In Table 9,
the number of generated fuzzy rules in each k—itemset using different min-support threshold are
reported, while the total generated fuzzy association rule is presented in Figure 10.

Min-support

Figure 10. No. of fuzzy association rules with different min-support threshold.
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Table 9. No. of resulted fuzzy rules with different min-support.

Min-Support 0.02 0.03 0.04 0.05

1-itemset 10 10 10 10
2-itemset 37 36 36 33
3-itemset 55 29 15 10
4-itemset 32 4 2 0

As compared to the fuzzy approach, by applying the same min-support threshold, we get a huge
set of neutrosophic association rules. Table 10 illustrates the booming that happened to generated
neutrosophic association rules. We stop generating itemsets at iteration 4 due to the noted expansion
in the results shown in Figure 11, which shows the number of neutrosophic association rules.

Table 10. No. of neutrosophic rules with different min-support threshold.

Min-Support 0.02 0.03 0.04 0.05

1-itemset 26 26 26 26

2-itemset 313 311 309 300
3-itemset 2293 2164 2030 1907
4-itemset 11,233 9689 8523 7768

Min-spport

Figure 11. No. of neutrosophic association rules with different min-support threshold.

Experiment has been re-run using different min-support threshold values and the resulted
neutrosophic association rules counts has been noted and listed in Table 11. Note the high values that
are used for min-support threshold. Figure 12 illustrates the generated neutrosophic association rules
for min-support threshold from 0.5 to 0.9.

Table 11. No. of neutrosophic rules with different min-support threshold.

Min-Support 0.5 0.6 0.7 0.8 0.9

1-itemset 11 9 9 6 5
2-itemset 50 33 30 11 10
3-itemset 122 64 50 10 10
4-itemset 175 71 45 5 5
5-itemset 151 45 21 1 1
6-itemset 88 38 8 0 0
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Min-support

Figure 12. No. of neutrosophic rules for min-support threshold from 0.5 to 0.9.

Using the neutrosophic mining approach makes association rules exist for most of the min-support
threshold domain, which may be sometimes misleading. We found that using the neutrosophic
approach is useful in generating negative association rules beside positive association rules
minings. Huge generated association rules provoke the need to re-mine generated rules (mining
of mining association rules). Using suitable high min-support values may help in the neutrosophic
mining process.

7. Conclusions and Future Work

Big data analysis will continue to grow in the next years. In order to efficiently and effectively
deal with big data, we introduced in this research a new algorithm for mining big data using
neutrosophic association rules. Converting quantitative attributes is the main key for generating
such rules. Previously, it was performed by employing the fuzzy sets. However, due to fuzzy
drawbacks, which we discussed in the introductory section, we preferred to use neutrosophic sets.
Experimental results showed that the proposed approach generated an increase in the number of
rules. In addition, the indeterminacy-membership function has been used to prevent losing rules
from boundaries problems. The proposed model is more effective in processing negative association
rules. By comparing it with the fuzzy association rules mining approaches, we conclude that the
proposed model generates a larger number of positive and negative association rules, thus ensuring
the construction of a real and efficient decision-making system. In the future, we plan to extend the
comparison between the neutrosophic association rule mining and other interval fuzzy association
rule minings. Furthermore, we seized the falsity-membership function capacity to generate negative
association rules. Conjointly, we availed of the indeterminacy-membership function to prevent losing
rules from boundaries problems. Many applications can emerge by adaptions of truth-membership
function, indeterminacy-membership function, and falsity-membership function. Future work will
benefit from the proposed model in generating negative association rules, or in increasing the quality
of the generated association rules by using multiple support thresholds and multiple confidence
thresholds for each membership function. The proposed model can be developed to mix positive
association rules (represented in the truth-membership function) and negative association rules
(represented in the falsity-membership function) in order to discover new association rules, and the
indeterminacy-membership function can be put forth to help in the automatic adoption of support
thresholds and confidence thresholds. Finally, yet importantly, we project to apply the proposed model
in the medical field, due to its capability in effective diagnoses through discovering both positive
and negative symptoms of a disease. All future big data challenges could be handled by combining
neutrosophic sets with various techniques.
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Abstract: Every organization seeks to set strategies for its development and growth and to do
this, it must take into account the factors that affect its success or failure. The most widely used
technique in strategic planning is SWOT analysis. SWOT examines strengths (S), weaknesses (W),
opportunities (O) and threats (T), to select and implement the best strategy to achieve organizational
goals. The chosen strategy should harness the advantages of strengths and opportunities, handle
weaknesses, and avoid or mitigate threats. SWOT analysis does not quantify factors (i.e., strengths,
weaknesses, opportunities and threats) and it fails to rank available alternatives. To overcome this
drawback, we integrated it with the analytic hierarchy process (AHP). The AHP is able to determine
both quantitative and the qualitative elements by weighting and ranking them via comparison
matrices. Due to the vague and inconsistent information that exists in the real world, we applied
the proposed model in a neutrosophic environment. A real case study of Starbucks Company was
presented to validate our model.

Keywords: analytic hierarchy process (AHP); SWOT analysis; multi-criteria decision-making
(MCDM) techniques; neutrosophic set theory

1. Introduction

To achieve an organization’s goals, the strategic factors affecting its performance should be considered.
These strategic factors are classified as internal factors, that are under its control, and external factors, that
are not under its control.

The most popular technique for analyzing strategic cases is SWOT analysis. SWOT is considered
a decision-making tool. The SWOT acronym stands for Strengths, Weaknesses, Opportunities and
Threats [1]. Strengths and weaknesses are internal factors, while opportunities and threats are external
factors. The successful strategic plan of an organization should focus on strengths and opportunities,
try to handle weaknesses, and avoid or mitigate threats.

By using SWOT analysis, an organization can choose one of four strategic plans as follows:

SO: The good use of opportunities through existing strengths.
ST: The good use of strengths to eliminate or reduce the impact of threats.
WO: Taking into account weaknesses to obtain the benefits of opportunities.

WT: Seeking to reduce the impact of threats by considering weaknesses.

SWOT analysis can be used to build successful company strategies, but it fails to provide
evaluations and measures. Therefore, in the present research, we integrated it with the neutrosophic
analytic hierarchy process (AHP).
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Symmetry 2018, 10, 116

The analytic hierarchy process (AHP) is a multi-criterion decision-making technique (MCDM)
used for solving and analyzing complex problems. MCDM is an important branch in operations
research, when seeking to construct mathematical and programming tools to select the superior
alternative between various choices, according to particular criteria.

The AHP consists of several steps. The first step is structuring the hierarchy of the problem to
understand it more clearly. The hierarchy of the AHP consists of a goal (objective), decision criteria,
sub-criteria, and, finally, all available alternatives.

After structuring the AHP hierarchy, pair-wise comparison matrices are constructed by decision
makers to weight criteria using Saaty’s scale [2].

Finally, the final weight of alternatives are determined and ranked.

Then, the AHP is able to estimate both qualitative and the quantitative elements. For this reason,
it is one of the most practical multi-criteria decision-making techniques [3].

In real life applications, decision criteria are often vague, complex and inconsistent in nature.
In addition, using crisp values in a comparison matrix is not always accurate due to uncertainty and
the indeterminate information available to decision makers. Many researchers have begun to use
fuzzy set theory [4]. However, fuzzy set theory considers only a truth-membership degree. Atanassov
introduced intuitionistic fuzzy set theory [5], which considers both truth and falsity degrees, but it
fails to consider indeterminacy. To deal with the previous drawbacks of fuzzy and intuitionistic fuzzy
sets, Smarandache introduced neutrosophic sets [6], which consider truth, indeterminacy and falsity
degrees altogether to represent uncertain and inconsistent information. Therefore, neutrosophic sets
are a better representation of reality. For this reason, in our research, we employed the AHP under a
neutrosophic environment.

This research represents the first attempt at combining SWOT analysis with a neutrosophic
analytic hierarchy process.

The structure of this paper is as follows: a literature review of SWOT analysis and the AHP
is presented in Section 2; the basic definitions of neutrosophic sets are introduced in Section 3;
the proposed model is discussed in Section 4; a real case study illustrates the applicability of the
model proposed in Section 5; and, finally, Section 6 concludes the paper, envisaging future work.

2. Literature Review

In this section, we present an overview of the AHP technique and SWOT analysis, which are used
across various domains.

SWOT analysis [7] is a practical methodology pursued by managers to construct successful
strategies by analyzing strengths, weaknesses, opportunities and threats. SWOT analysis is a powerful
methodology for making accurate decisions [8]. Organization’s construct strategies to enhance their
strengths, remove weaknesses, seize opportunities, and avoid threats.

Kotler et al. used SWOT analysis to attain an orderly approach to decision-making [9-11]. Many
researchers in different fields [4] apply SWOT analysis. An overview of the applications of SWOT
analysis is given by Helms and Nixon [8]. SWOT analysis has been applied in the education domain
by Dyson [12]. It has also been applied to healthcare, government and not-for-profit organizations,
to handle country-level issues [13] and for sustainable investment-related decisions [14]. It has been
recommended for use when studying the relationships among countries [15]. SWOT analysis is mainly
qualitative. This is the main disadvantage of SWOT, because it cannot assign strategic factor weights
to alternatives. In order to overcome this drawback, many researchers have integrated it with the
analytic hierarchy process (AHP).

Since the AHP is convenient and easy to understand, some managers find it a very useful
decision-making technique. Vaidya and Kumar reviewed 150 publications, published in international
journals between 1983 and 2003, and concluded that the AHP technique was useful for solving,
selecting, evaluating and making decisions [16]. Achieving a consensus decision despite the large
number of decision makers is another advantage of the AHP [17].
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Several researchers have combined SWOT analysis methodology with the analytic hierarchy
process (AHP). Leskinen et al. integrated SWOT with the AHP in an environmental domain [18-20],
Kajanus used SWOT-AHP in tourism [21], and Setwart used SWOT-AHP in project management [22].
Competitive strength, environment and company strategy, were integrated by Chan and Heide [23].
Because the classical version of the AHP fails to handle uncertainty, many researchers have integrated
SWOT analysis with the fuzzy AHP (FAHP). Demirtas et al. used SWOT with the fuzzy AHP for
project management methodology selection [24]. Lumaksono used SWOT-FAHP to define the best
strategy of expansion for a traditional shipyard [25]. Tavana et al. integrated SWOT analysis with
intuitionistic fuzzy AHP to outsource reverse logistics [26].

Fuzzy sets focus only on the membership function (truth degree) and do not take into account the
non-membership (falsity degree) and the indeterminacy degrees, so fail to represent uncertainty and
indeterminacy. To overcome these drawbacks of the fuzzy set, we integrated SWOT analysis with the
analytic hierarchy process in a neutrosophic environment.

A neutrosophic set is an extension of a classical set, fuzzy set, and intuitionistic fuzzy set,
and it effectively represents real world problems by considering all facets of a decision situation,
(i.e., truthiness, indeterminacy and falsity) [27-48]. This research attempted, for the first time, to present
the mathematical representation of SWOT analysis with an AHP in a neutrosophic environment.
The neutrosophic set acted as a symmetric tool in the proposed method, since membership was the
symmetric equivalent of non-membership, with respect to indeterminacy.

3. Definition of a Neutrosophic Set

In this section, some important definitions of neutrosophic sets are introduced.

Definition 1. [33,34] The neutrosophic set N is characterized by three membership functions, which are
the truth-membership function Ty, (x), indeterminacy-membership function In.(x) and falsity-membership
function Fne(x), where x € X and X are a space of points. Also, Tne(x):X—[70, 1], Ine(x):X—[0, 1*] and
Fne(x):X—[70, 1*]. There is no restriction on the sum of Te(x), Ine(x) and Fy,(x), s0o 0~ < sup Tne(x) +
sup Ine(x) + sup Fye(x) < 3*.

Definition 2. [33,35] A single valued neutrosophic set Ne over X takes the following form: A = {(x, Tne(x),
Ine(x), Fne(x)): x € X}, where Ty (x):X—[0,1], Ine(x):X—[0,1] and Fye(x):X—[0,1], with 0 < Te(x):
+ Ine(x) + Fne(x) < 3 for all x € X. The single valued neutrosophic (SVN) number is symbolized by
Ne= (d, e, ), whered, e, f € [0,1]andd+e+ f < 3.

Definition 3. [36,37] The single valued triangular neutrosophic number, @ = ((a1, a2, a3); az, 05, Ba), is
a neutrosophic set on the real line set R, whose truth, indeterminacy and falsity membership functions are
as follows:

Déﬁ(,;YZZ?]) (mp<x<a)

L% X =ap

Ta(x) =4 "0 s ( : 1
D‘ﬁ<a37a2> (uz <x< 113)
0 otherwise

0 X =ap
L(x)=<¢ /" o )
u( ) (x—afgﬂjxi x)) (az <x Sﬂs)

1 otherwise
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il <r<a)

B (x =ap)
F;(x) =
a(x) % (a2 < x < a3)
1 otherwise

where az, 05, Bz € [0,1] and ay,az,a3 € R, a1 < ap < a3.

®G)

Definition 4. [34,36] Let a = ((a1, ay, a3); az, 05, Bz) and b= ((b1, by, b3);az,05 Ba) be two single-valued
triangular neutrosophic numbers and v # 0 be any real number. Then:

1.

Addition of two triangular neutrosophic numbers
’(i-'rg = <(111 + bl,az + bz,ﬂ3 + b3),’D(ﬁ/\ X3, QgV 9;, ﬁgV ﬁz>
Subtraction of two triangular neutrosophic numbers

a— E:<(a1 —bs,ap — by ,a3 —bl);aa/\lXE, 95\/9'5, ‘BaV’BE>

Inverse of a triangular neutrosophic number

1o <(l 1 l);aa,ea,ﬁa»where @ #0)

as ! ap ! ay
Multiplication of a triangular neutrosophic number by a constant value

ya— | (a7 7as);aq, 05 Ba) if (v>0)
((yas, vaz,va1); 4z, 0z Ba) if (v <0)

Division of a triangular neutrosophic number by a constant value

==

= <(a71' 7 %)/‘“ﬁ/%rﬁﬁ if (y>0)
<<a73’ ez %)iﬂ‘ﬁre’afﬁﬁ) if (y<0)

Division of two triangular neutrosophic numbers

B < %, %,% ;ag/\oéz, 9§\/9§,,3ﬁ\//55> Zf (113 >0,b3 > 0)

a .

,E: < %,%,% ,'0(5/\045, 95\/95,,55\/ﬁ5> lf(ﬂg<0,b3>0)
< Z%’ %,% ,‘th/\Déz, Qﬁ\/az,ﬁﬁ\//55> Zf (113 <0,b3 < 0)

Multiplication of two triangular neutrosophic numbers

B <(a1b1,a2b2, ﬂ3b3),‘ ag N\ &g, 07V 9;, Bz V ﬁz) lf (ﬂ3 >0,b3 > 0)
ab = <(lllb3,ll2b2, Il3b1); ag N\ &g, Gg V 95, /5@' V ﬁz> lf (113 <0, b3 > 0)
<(ﬂ3b3,ﬂ2b2,ﬂ]b] ),' ag A\ &g, 07V 95, Bz V ﬁg> lf (ﬂg <0,b3 < 0)
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4. Neutrosophic AHP (N-AHP) in SWOT Analysis

This section describes the proposed model of integrating SWOT analysis with the neutrosophic
AHP. A step-by-step procedure for the model described is provided in this section.
Step 1 Select a group of experts at performing SWOT analysis.

In this step, experts identify the internal and the external factors of the SWOT analysis by
employing questionnaires/interviews.
Figure 1 presents the SWOT analysis diagram:

Organization
Extemal factor analysis Intemal factor analysis
systems systems
Opportunities (0) Threats (T) Weaknesses (W) Strengths (S)

Hanuful 10 achieve goals

Helpful 1o achieve goals
Figure 1. Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis diagram.
To transform a complex problem to a simple and easy to understand problem, the following step
is applied:
Step 2 Structure the hierarchy of the problem.

The hierarchy of the problem has four levels:

e The first level is the goal the organization wants to achieve.

e The second level consists of the four strategic criteria that are defined by the SWOT analysis
(i.e., criteria).

e  The third level are the factors that are included in each strategic factor of the previous level
(i.e., sub-criteria).

e The final level includes the strategies that should be evaluated and compared.

The general hierarchy is presented in Figure 2.

Figure 2. The hierarchy of a problem.
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The next step is applied for weighting factors (criteria), sub-factors (sub-criteria) and strategies
(alternatives), according to experts’ opinions.

Step 3 Structure the neutrosophic pair-wise comparison matrix of factors, sub-factors and strategies,
through the linguistic terms which are shown in Table 1.

Table 1. Linguistic terms and the identical triangular neutrosophic numbers.

Saaty Scale Explanation Neutrosophic Triangular Scale
1 Equally influential 1= ((1, 1, 1);0.50,0.50, 0.50)
3 Slightly influential 3=1((2 3, 4);0.30,0.75, 0.70)
5 Strongly influential 5=((4, 5, 6);0.80,0.15, 0.20)
7 Very strongly influential 7 =1((6, 7, 8);0.90,0.10, 0.10)
9 Absolutely influential 9= ((9, 9, 9);1.00,0.00, 0.00)
2 2 ={((1, 2, 3);0.40,0.65, 0.60)
4 Sporadic values between two close scales % =((3, 4, 5);0.60,0.35, 0.40)
6 6= ((5, 6,7);0.70,0.25, 0.30)
8 8=((7,8,9);0.85,0.10, 0.15)

The neutrosophic scale is attained according to expert opinion.
The neutrosophic pair-wise comparison matrix of factors, sub-factors and strategies are as follows:

1 ap--- ay
A= : @)
ﬁnl EnZ e 1
where a; = E,-j’l, and is the triangular neutrosophic number that measures the decision

makers vagueness.
Step4 Check the consistency of experts’ judgments.

If the pair-wise comparison matrix has a transitive relation, i.e., a; = a;;a for all i, j and k, then
the comparison matrix is consistent [38], focusing only on the lower, median and upper values of the
triangular neutrosophic number of the comparison matrix.

Step5 Calculate the weight of the factors (S, W, O, T), sub-factors {(S1,...,5n),
(W1,...,Wn), (O1,...,0n),(Ty,..., Th)} and strategies/alternatives (Alty, ... ,Alt,) from the
neutrosophic pair-wise comparison matrix, by transforming it to a deterministic matrix using
the following equations.

Let ﬁij = ((a1,b1,¢1), 05, 05, Bz) be a single valued triangular neutrosophic number; then,

S(a;) = %[m +by+c1] x (2+ a5 —0; — Bz) (5)

and 1
Alay) = gl +buter] x (2+ag — 67 + Ba) (6)

which are the score and accuracy degrees of 4;; respectively.
To get the score and the accuracy degree of @j;, we use the following equations:

S(aji) =1/ S(ay) @)
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A(@ji) =1/ A() (8)

With compensation by score value of each triangular neutrosophic number in the neutrosophic
pair-wise comparison matrix, we derive the following deterministic matrix:

A=| o ©

Determine the ranking of priorities, namely the Eigen Vector X, from the previous matrix
as follows:

1. Normalize the column entries by dividing each entry by the sum of the column.
2. Take the total of the row averages.

Step 6 Calculate the total priority of each strategy (alternative) for the final ranking of all strategies
using Equation (10).

The total weight value of the alternativej (j = 1,...,1) can be written as follows:

n n n n
Tw gy =ws * ,Z% Ws,; * WA, + W * ,Z% Wy, * WAL, + WO * ;woi * WAL, + WT * ,Z; wr, *way;  (10)
where (i = 1,...,n) and (ws, wy, wo, wr) are the weights of Strengths, Weaknesses, Opportunities
and Threats; (ws,, ww,, wo,, wr;) are the sub-factor weights; and w Al is the weight of the alternative j,
corresponding to its sub-factor.
From previous steps, we obtain the phases of integrating SWOT analysis with neutrosophic
analytic hierarchy processes, as shown in Figure 3.

= | Wedknewss | Oppormunities | Thweass
‘

Identify sub-
criteria

I Construct the hicrarchical sructure

'

| Creste comsparisan ratrices using neutrosophic I

inangular scalc as in table |

Check consistency of matrices

[ Use the score flnction as in equation $ 1o obtain crisp values ]

‘

l Calculate weight of criteria and sub-criteria I

'
| Rank altemnatives

Figure 3. SWOT-neutrosophic analytic hierarchy process (N-AHP) diagram.
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5. Illustrative Example

The model proposed in Section 3 is used to solve a real case study in this section.

Every company should analyze and dissect itself from time to time, in order to face competition.
This is important especially when a company wants to launch a new product, or open a new market,
in order to measure its presumptive success. A company can appraise itself honestly and effectively
by performing SWOT analysis, which will help it examine its performance by analyzing internal and
external factors. Once SWOT analysis is complete, a company will gain more information about its
capabilities. For the evaluation process, a multi-criteria decision-making technique should be used.
In this research, we used a neutrosophic AHP. A case study is offered in this section to illustrate this
process in detail.

The phases for implementing a N-AHP in SWOT analysis are shown in Figure 4.

Phase 1 Phase 2 Phase 3 Phase 4
. Construct + Evaluate and
Scan business . Draw the matrices ies by
by a group | hi i of criteria using ing them
of experts for structure which | neutrosophic scake as | according to each
performing SWOT consist of goal | illustrated in table 1. | criteria and
Inpar | 2alysis to deternmine | followed by . Check consistency. | calculate the final
OPUt | internal and external criteria (factors), | . Apply score function | weight.
factors. sub-criteria 10 obtain crisp values

and finally all | . Calculate weight of

available eriteria and rank them
i inad order,
(altematives)
Ouput | SWOT matrix AHPhicrarchy | Matrix of peiositics | Sclection of best

strategy
(akernative)

Figure 4. The phases for implementing a N-AHP in SWOT analysis.

Starbucks Company is the most widely prolific marketer and retailer of coffee in the world.
The company has branches in 75 countries, with more than 254,000 employees. The company also
sells different types of coffee and tea products and has a licensed trademark. The company offers
food, in addition to coffee, and this makes it an attractive spot for snacks and breakfast. The company
has different competitors, such as Caribou Coffee Company, Costa Coffee, Green Mountain Coffee
Roasters and many others. To face competition, a group of experts perform Starbucks SWOT analysis,
as shown in Figure 5. Depending on the SWOT factors and sub-factors, a set of alternatives strategies
is developed. Our aim was to prioritize the strategies suggested by company indicators.

These strategies were:

% SO strategies

e  Amplifying global stores
e  Seeking higher growth markets
% WO strategies
e  Adding different forms, new categories and diverse channels of products
e  Trying to minimize the coffee price

K3

% ST strategies
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e  Taking precautions to mitigate economic crises and maintain profitability

< WT strategies
o  Competing with other companies by offering different coffee and creating brand loyalty
e  Diversifying stores around the world and minimizing raw materials prices

By applying our proposed model to Starbucks Company, the evaluation process and the selection
of different strategies was anticipated to become simpler and more valuable.

Step 1 Perform SWOT analysis.

Four experts were selected to perform Starbucks Company SWOT analysis, as they had experience
in the coffee industry.

To implement the SWOT analysis, we prepared a questionnaire (see Appendix A) and sent it out
online to experts. After obtaining the answers, the internal (Strengths and Weaknesses) and external
(Opportunities and Threats) factors were identified, as shown in Figure 5.

*High price of coffee

love of coffee
eNo real diversity in stories
around the world

THREATS (=)

*Economic crises

elarge number of coffee
competitors company

*Raise prices of raw material and
ingredients

Figure 5. Starbucks SWOT analysis.

Step 2 Structure the hierarchy of the problem.

The hierarchical structure of Starbucks Company, according to the proposed methodology, is
presented in Figure 6.

Selection of the best strategy for Starbucks
company

Strengths Weaknesse | [ Opportunitics Threats |

s |s:]..[s] w, | w|[ w, )l 0, I
el fs Ll o]

N }**\,\.
SO | S wo wT
o] [sr] [wo] [wr]

Figure 6. The hierarchical structure of the problem.

In Figure 6, Sy, ..., Sy were the strengths sub-factors, as listed in the SWOT analysis. Also,
Wi, ..., W3,04,...,03and Ty, ... , T3 were the weaknesses, opportunities and threats sub-factors of
the SWOT analysis, as shown in Figure 5.
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Step 3 Structure the neutrosophic pair-wise comparison matrix of factors, sub-factors and strategies,
through the linguistic terms which are shown in Table 1. The values in Table 2 pertain to the
experts’ opinions.

The pair-wise comparison matrix of SWOT factors is presented in Table 2.

Table 2. The neutrosophic comparison matrix of factors.

Factors Strengths Weaknesses Opportunities Threats

Strengths ((1, 1, 1);0.50, 0.50, 0.50) ~ ((1, 1, 1);0.50, 0.50, 0.50)  ((4, 5, 6);0.80, 0.15, 0.20) ~ ((6, 7, 8);0.90, 0.10, 0.10)
Weaknesses  ((1, 1, 1);0.50, 0.50, 0.50)  ((1, 1, );0.50, 0.50, 0.50)  ((4, 5, 6);0.80, 0.15, 0.20) ~ ((6, 7, 8);0.90, 0.10, 0.10)
Opportunities (1, 1, 1);0.80,0.15,020)  ((}, 1, 1);0.80, 015, 020)  ((1, 1, 1);0.50, 050, 0.50)  ((%, 1, 1);0.30, 0.75, 0.70)

Threats (8 3, £):090,0.10,0.10)  {(§, %, £);090,0.10,0.10) ~ ((2, 3, 4);0.30, 0.75, 0.70) ~ ((1, 1, 1);0.50, 0.50, 0.50)

Step4 Check the consistency of experts’ judgments.
The previous comparison matrix was consistent when applying the method proposed in [38].
Step5 Calculate the weight of the factors, sub-factors and strategies.

To calculate weight, we first transformed the neutrosophic comparison matrix to its crisp form by
using Equation (5). The crisp matrix is presented in Table 3.

Table 3. The crisp comparison matrix of factors.

Factors Strengths Weaknesses Opportunities Threats
Strengths 1 1 4 7
Weaknesses 1 1 4 7
Opportunities i 1 1 1
Threats » 7 1 1

Then, we determined the ranking of the factors, namely the Eigen Vector X, from the previous
matrix, as illustrated previously in the detailed steps of the proposed model.
The normalized comparison matrix of factors is presented in Table 4.

Table 4. The normalized comparison matrix of factors.

Factors Strengths Weaknesses Opportunities Threats
Strengths 0.4 0.4 0.4 0.44
Weaknesses 0.4 0.4 0.4 0.44
Opportunities 0.1 0.1 0.1 0.06
Threats 0.06 0.06 0.1 0.06

By taking the total of the row averages:

0.41
0.41
0.1
0.1

X =

The neutrosophic comparison matrix of strengths is presented in Table 5
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Table 5. The neutrosophic comparison matrix of strengths.

Strengths Sy Sy S3 Sy
S, (1,1, 1);0.50, 0.50, 0.50)  ((4, 5, 6);0.80, 0.15, 0.20)  ((2, 3, 4);0.30, 0.75, 0.70)  ((2, 3, 4);0.30, 0.75, 0.70)
S, (%, %, 1);0.80,0.15,020) ((1, 1,1);050, 050, 050)  (({, &, 1);0.80, 0.15,0.20) ~ ((2, 3, 4);0.30, 0.75, 0.70)
S5 (4, 3, 1):0.30,075,070) (4, 5, 6);0.80, 0.15, 020) ~ ((1, 1, 1);0.50, 0.50, 0.50) ~ ((2, 3, 4);0.30, 0.75, 0.70)
S, (3, 3 $);030,075,070) (%, 3, 3);030,075,070) ((}, 3, 3);030,0.75,0.70)  ((1, 1, 1);0.50, 0.50, 0.50)

The crisp pair-wise comparison matrix of strengths is presented in Table 6 and the normalized
comparison matrix of strengths is presented in Table 7

Table 6. The crisp comparison matrix of strengths.

Strengths Sq S, S3 Ss
S: 1 3 1 1
S, 3 1 i 1
S; 1 4 1 1
S, 1 1 1 1

Table 7. The normalized comparison matrix of strengths.

Strengths Sq S, S3 Sy
Sy 0.3 0.3 0.3 0.25
S, 0.1 0.1 0.1 0.25
S3 0.3 0.4 0.3 0.25
Sy 0.3 0.1 0.3 0.25

By taking the total of the row averages:

0.29
0.14
0.31
0.24

The neutrosophic comparison matrix of weaknesses is presented in Table 8.

Table 8. The neutrosophic comparison matrix of weaknesses.

Weaknesses Wy W, W3
W, ((1, 1, 1);0.50, 0.50, 0.50) (%, &, 1);0.80,0.15, 0.20)  ((}, 1, 3);0.30, 0.75, 0.70)
W, ((4, 5, 6);0.80, 0.15, 0.20)  ((1, 1, 1);0.50, 0.50, 0.50)  {(4, 5, 6);0.80, 0.15, 0.20)
W3 ((2, 3, 4);030, 0.75, 0.70) (%, %, 1);0.80, 0.15,020) ~ ((1, 1, 1);0.50, 0.50, 0.50)

The crisp comparison matrix of weaknesses is presented in Table 9.

Table 9. The crisp comparison matrix of weaknesses.

Weaknesses Wq W» W3
Wi 1 i 1
W, 4 1 4
W; 1 i 1

The normalized comparison matrix of weaknesses is presented in Table 10.
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Table 10. The normalized comparison matrix of weaknesses.

Weaknesses Wq W» W3
W, 0.2 0.2 0.2
W, 0.7 0.7 0.7
W; 0.2 0.2 0.2

By taking the total of the row averages:

0.2
X=1 035
0.2

The neutrosophic comparison matrix of opportunities is presented in Table 11.

Table 11. The neutrosophic comparison matrix of opportunities.

Opportunities 01 O, O3
o, ((1, 1, 1);0.50, 050, 0.50) (%, %, 1);0.30,0.75, 0.70)  ((%, 1, 1);0.80, 0.15, 0.20)
0, ((2, 3, 4);0.30, 0.75, 0.70)  ((1, 1, 1);0.50, 0.50, 0.50) ~ ((4, %, 3);0.30, 0.75, 0.70)
0, ((4, 5, 6);0.80, 0.15, 0.20)  ((2, 3, 4);0.30, 0.75, 0.70) ~ {(1, 1, 1);0.50, 0.50, 0.50)

The crisp comparison matrix of opportunities is presented in Table 12.

Table 12. The crisp comparison matrix of opportunities.

Opportunities Oq O, O3
Oy 1 1 1
O, 1 1 1
O3 4 1 1

The normalized comparison matrix of opportunities is presented in Table 13.

Table 13. The normalized comparison matrix of opportunities.

Opportunities 04 0O, O3
O 0.2 0.3 0.1
O, 0.2 0.3 0.4
O3 0.7 0.3 0.4

By taking the total of the row averages:
0.2
X=103
0.5

The neutrosophic comparison matrix of threats is presented in Table 14.
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Table 14. The neutrosophic comparison matrix of threats.

Threats Ty Ty T3
T, ((1, 1, 1);0.50, 0.50, 0.50)  ((2, 3, 4);0.30, 0.75, 0.70)  ((4, 5, 6);0.80, 0.15, 0.20)
T, ((3, %, %);030,0.75,070) ~ ((1, 1, 1);0.50, 0.50, 0.50) ~ ((}, 1, 3);0.30, 0.75, 0.70)
T, (L, 1, 1)080,015020) ((2 3, 4);030, 075, 070) ((1, 1, 1);0.50, 0.50, 0.50)

The crisp comparison matrix of threats is presented in Table 15.

Table 15. The crisp comparison matrix of threats.

Threats Ty T, T3
T 1 1 4
T, 1 1 1
T, 4 1 1

The normalized comparison matrix of threats is presented in Table 16.

Table 16. The normalized comparison matrix of threats.

Opportunities T Ty T3
Ty 0.2 0.3 0.7
T, 0.2 0.3 0.2
Ts 0.7 0.3 0.2

By taking the total of the row averages:

0.4
X=102
0.4

Similar to the factors and sub-factors calculation methodology, the weights of alternatives
(strategies), with respect to sub-factors, were as follows:
[ 04 ]
0.1
0.3
0.2
[ 04 ]
0.3
0.2
0.1
[ 05 ]
0.3
0.1
0.1
[ 03 ]
0.2
0.4
L 0-1 -

The Eigen Vector X of strategies with respect to Sy

The Eigen Vector X of strategies with respect to S; =

The Eigen Vector X of strategies with respect to S3 =

The Eigen Vector X of strategies with respect to S4 =
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[ 02 ]
0.2
0.3
| 03
[ 04
0.1
0.3
0.2
[ 0.6 ]

0.1

0.2
L 01 B
(0.1 ]
0.4
0.2
| 03
[ 0.1
0.4
0.2
| 03
[ 03
0.2
0.3
| 02

0.1 ]

0.4

0.2
| 03
[ 06
0.2
0.1
| 0.1
[ 05

0.1

0.2
| 02 |

The Eigen Vector X of strategies with respect to Wy =

The Eigen Vector X of strategies with respect to W, =

The Eigen Vector X of strategies with respect to W3 =

The Eigen Vector X of strategies with respect to O; =

The Eigen Vector X of strategies with respect to O, =

The Eigen Vector X of strategies with respect to O3 =

The Eigen Vector X of strategies with respect to Ty =

The Eigen Vector X of strategies with respect to T, =

The Eigen Vector X of strategies with respect to Tz =

Step 6 Determine the total priority of each strategy (alternative) and define the final ranking of all
strategies using Equation (10).

The weights of SWOT factors, sub-factors and alternative strategies are presented in Table 17.

According to our analysis of Starbucks Company using SWOT-N-AHP, the strategies were ranked
as follows: SO, WO, ST and WT, as presented in detail in Table 17 and in Figure 7. In conclusion, SO
was the best strategy for achieving Starbuck’s goals since it had the greatest weight value.

66



Symmetry 2018, 10, 116

Table 17. The weights of SWOT factors, sub-factors, alternatives strategies and their ranking.

Alternatives (Strategies)

SO ST WO WT

Factors/Sub-Factors Weight

Strengths 0.41
S 0.29 04 0.1 0.3 02
Sy 0.14 0.4 0.3 0.2 0.1
Ss 0.31 0.5 0.3 0.1 0.1
Sy 0.24 0.3 0.2 0.4 0.1
Weaknesses 0.41
W, 0.2 0.2 0.2 0.3 0.3
W» 0.35 04 0.1 0.3 02
W3 0.2 0.6 0.1 0.2 0.1
Opportunities 0.1
O 0.2 0.1 0.4 0.2 0.3
O, 0.3 0.1 0.4 0.2 0.3
O3 0.5 0.3 0.2 0.3 0.2
Threats 0.1
T, 0.4 0.1 0.4 0.2 0.3
Ty 0.2 0.6 0.2 0.1 0.1
T3 0.4 0.5 0.1 0.2 0.2
Total 0.34 0.2 0.22 0.15
Rank of strategies 1 3 2 4
o0ss WT
os |
025
02
015
wo B

ST

Figure 7. The final ranking of strategies.

To evaluate the quality of the proposed model, we compared it with other existing methods:

e The authors in [18-21] combined the AHP with SWOT analysis to solve the drawbacks of SWOT
analysis, as illustrated in the introduction section, but in the comparison matrices of the AHP
they used crisp values, which were not accurate due to the vague and uncertain information of
decision makers.

e Inorder to solve the drawbacks of classical AHP, several researchers combined SWOT analysis
with the fuzzy AHP [24-26]. Since fuzzy sets consider only the truth degree and fail to deal with
the indeterminacy and falsity degrees, it also does not offer the best representation of vague and
uncertain information.

e  Since neutrosophic sets consider truth, indeterminacy and falsity degrees altogether, it is the best
representation for the vague and uncertain information that exists in the real world. We were the
first to integrate the neutrosophic AHP with SWOT analysis. In addition, our model considered
all aspects of vague and uncertain information by creating a triangular neutrosophic scale for
comparing factors and strategies. Due to its versatility, this method can be applied to various
problems across different fields.
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6. Conclusions and Future Works

SWOT analysis is an important tool for successful planning, but it has some drawbacks because
it fails to provide measurements and evaluations of factors (criteria) and strategies (alternatives).
In order to deal with SWOT analysis drawbacks, this research integrated the neutrosophic AHP
(N-AHP) approach. Using the N-AHP in SWOT analysis produced both quantitative and qualitative
measurements of factors. The reasons for applying an AHP in a neutrosophic environment are as
follows: due to vague, uncertain and inconsistent information, which usually exists in real world
applications, the crisp values in the classical AHP are not accurate; in the fuzzy AHP, only the
truth degree is considered, which makes it incompatible with real world applications; and the
intuitionistic AHP holds only truth and falsity degrees, therefore failing to deal with indeterminacy.
The neutrosophic AHP is useful to interpret vague, inconsistent and incomplete information by
deeming the truth, indeterminacy and falsity degrees altogether. Therefore, by integrating the N-AHP
with SWOT analysis we were able to effectively and efficiently deal with vague information better
than fuzzy and intuitionistic fuzzy set theories. The parameters of the N-AHP comparison matrices
were triangular neutrosophic numbers and a score function was used to transform the neutrosophic
AHP parameters to deterministic values. By applying our proposed model to Starbucks Company,
the evaluation process of its performance was effective, and the selection between the different
strategies became simpler and more valuable.

In the future, this research should be extended by employing different multi-criteria
decision-making (MCDM) techniques and studying their effect on SWOT analysis. In particular,
it would be useful to integrate SWOT analysis with the neutrosophic network process (ANP) to
effectively deal with interdependencies between decision criteria and handle the vague, uncertain and
inconsistent information that exists in real world applications.
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Appendix A

Four experts were selected to perform the SWOT analysis to determine the four strategic factors of
Starbucks Company. The experts were specialized in manufacturing, sales and quality. To implement
the SWOT analysis, we prepared the following questionnaire and sent it out online to the experts:

What is your specialty?

How many years of experience in coffee industry you have?

What are in your opinion the strengths of the Starbucks Company?
What are in your opinion the weaknesses of the Starbucks Company?
What are in your opinion the opportunities of the Starbucks Company?
What are in your opinion the threats of the Starbucks Company?

NG e

Please use the triangular neutrosophic scale introduced in Table 1 to compare all factors and

present your answers in a table format.

8.  Please use the triangular neutrosophic scale introduced in Table 1 to compare all strategies and
present your answers in a table format.

9.  Inyour opinion, which strategy from below will achieve the Starbucks goals:

o SO, A strategic plan involving a good use of opportunities through existing strengths.
) ST, A good use of strengths to remove or reduce the impact of threats.
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o WO, Taking into accounts weaknesses to gain benefit from opportunities.
o WT, Reducing threats by becoming aware of weaknesses.
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Abstract: This paper proposes novel skin lesion detection based on neutrosophic clustering
and adaptive region growing algorithms applied to dermoscopic images, called NCARG. First,
the dermoscopic images are mapped into a neutrosophic set domain using the shearlet transform
results for the images. The images are described via three memberships: true, indeterminate, and false
memberships. An indeterminate filter is then defined in the neutrosophic set for reducing the
indeterminacy of the images. A neutrosophic c-means clustering algorithm is applied to segment the
dermoscopic images. With the clustering results, skin lesions are identified precisely using an adaptive
region growing method. To evaluate the performance of this algorithm, a public data set (ISIC 2017) is
employed to train and test the proposed method. Fifty images are randomly selected for training and
500 images for testing. Several metrics are measured for quantitatively evaluating the performance
of NCARG. The results establish that the proposed approach has the ability to detect a lesion with
high accuracy, 95.3% average value, compared to the obtained average accuracy, 80.6%, found when
employing the neutrosophic similarity score and level set (NSSLS) segmentation approach.

Keywords: neutrosophic clustering; image segmentation; neutrosophic c-means clustering; region
growing; dermoscopy; skin cancer

1. Introduction

Dermoscopy is an in-vivo and noninvasive technique to assist clinicians in examining pigmented
skin lesions and investigating amelanotic lesions. It visualizes structures of the subsurface skin in
the superficial dermis, the dermoepidermal junction, and the epidermis [1]. Dermoscopic images
are complex and inhomogeneous, but they have a significant role in early identification of skin
cancer. Recognizing skin subsurface structures is performed by visually searching for individual
features and salient details [2]. However, visual assessment of dermoscopic images is subjective,
time-consuming, and prone to errors [3]. Consequently, researchers are interested in developing
automated clinical assessment systems for lesion detection to assist dermatologists [4,5]. These systems
require efficient image segmentation and detection techniques for further feature extraction and skin
cancer lesion classification. However, skin cancer segmentation and detection processes are complex
due to dissimilar lesion color, texture, size, shape, and type; as well as the irregular boundaries of
various lesions and the low contrast between skin and the lesion. Moreover, the existence of dark hair
that covers skin and lesions leads to specular reflections.
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Traditional skin cancer detection techniques implicate image feature analysis to outline the
cancerous areas of the normal skin. Thresholding techniques use low-level features, including intensity
and color to separate the normal skin and cancerous regions. Garnavi et al. [6] applied Otsu’s method
to identify the core-lesion; nevertheless, such process is disposed to skin tone variations and lighting.
Moreover, dermoscopic images include some artifacts due to water bubble, dense hairs, and gel that
are a great challenge for accurate detection. Silveira et al. [7] evaluated six skin lesions segmentation
techniques in dermoscopic images, including the gradient vector flow (GVF), level set, adaptive snake,
adaptive thresholding, fuzzy-based split and merge (FSM), and the expectation-maximization level set
(EMLV) methods. The results established that adaptive snake and EMLV were considered the superior
semi-supervised techniques, and that FSM achieved the best fully computerized results.

In dermoscopic skin lesion images, Celebi et al. [8] applied an unsupervised method using
a modified JSEG algorithm for border detection, where the original JSEG algorithm is an adjusted
version of the generalized Lloyd algorithm (GLA) for color quantization. The main idea of this method
is to perform the segmentation process using two independent stages, namely color quantization
and spatial segmentation. However, one of the main limitations occurs when the bounding box does
not entirely include the lesion. This method was evaluated on 100 dermoscopic images, and border
detection error was calculated. Dermoscopic images for the initial consultation were analyzed by
Argenziano et al. [9] and were compared with images from the last follow-up consultation and the
symmetrical /asymmetrical structural changes. Xie and Bovik [10] implemented a dermoscopic image
segmentation approach by integrating the genetic algorithm (GA) and self-generating neural network
(SGNN). The GA was used to select the optimal samples as initial neuron trees, and then the SGNF was
used to train the remaining samples. Accordingly, the number of clusters was determined by adjusting
the SD of cluster validity. Thus, the clustering is accomplished by handling each neuron tree as a cluster.
A comparative study between this method and other segmentation approaches—namely k-means,
statistical region merging, Otsu’s thresholding, and the fuzzy c-means methods—has been conducted
revealing that the optimized method provided improved segmentation and more accurate results.

Barata et al. [11] proposed a machine learning based, computer-aided diagnosis system for
melanoma using features having medical importance. This system used text labels to detect several
significant dermoscopic criteria, where, an image annotation scheme was applied to associate the
image regions with the criteria (texture, color, and color structures). Features fusion was then used to
combine the lesions’ diagnosis and the medical information. The proposed approach achieved 84.6%
sensitivity and 74.2% specificity on 804 images of a multi-source data set.

Set theory, such as the fuzzy set method, has been successfully employed into image segmentation.
Fuzzy sets have been introduced into image segmentation applications to handle uncertainty. Several
researchers have been developing efficient clustering techniques for skin cancer segmentation and other
applications based on fuzzy sets. Fuzzy c-means (FCM) uses the membership function to segment the
images into one or several regions. Lee and Chen [12] proposed a segmentation technique on different
skin cancer types using classical FCM clustering. An optimum threshold-based segmentation technique
using type-2 fuzzy sets was applied to outline the skin cancerous areas. The results established the
superiority of this method compared to Otsu’s algorithm, due its robustness to skin tone variations
and shadow effects. Jaisakthi et al. [13] proposed an automated skin lesion segmentation technique
in dermoscopic images using a semi-supervised learning algorithm. A k-means clustering procedure
was employed to cluster the pre-processed skin images, where the skin lesions were identified from
these clusters according to the color feature. However, the fuzzy set technique cannot assess the
indeterminacy of each element in the set. Zhou et al. [14] introduced the fuzzy c-means (FCM)
procedure based on mean shift for detecting regions within the dermoscopic images.

Recently, neutrosophy has provided a prevailing technique, namely the neutrosophic set (NS),
to handle indeterminacy during the image processing. Guo and Sengur [15] integrated the NS and FCM
frameworks to resolve the inability of FCM for handling uncertain data. A clustering approach called
neutrosophic c-means (NCM) clustering was proposed to cluster typical data points. The results proved
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the efficiency of the NCM for image segmentation and data clustering. Mohan et al. [16] proposed
automated brain tumor segmentation based on a neutrosophic and k-means clustering technique.
A non-local neutrosophic Wiener filter was used to improve the quality of magnetic resonance images
(MRI) before applying the k-means clustering approach. The results found detection rates of 100% with
98.37% accuracy and 99.52% specificity. Sengur and Guo [17] carried out an automated technique using
a multiresolution wavelet transform and NS. The color/texture features have been mapped on the NS
and wavelet domain. Afterwards, the c-k-means clustering approach was employed for segmentation.
Nevertheless, wavelets [18] are sensitive to poor directionality during the analysis of supplementary
functions in multi-dimensional applications. Hence, wavelets are relatively ineffectual to represent
edges and anisotropic features in the dermoscopic images. Subsequently, enhanced multi-scale
procedures have been established, including the curvelets and shearlets to resolve the limitations of
wavelet analysis. These methods have the ability to encode directional information for multi-scale
analysis. Shearlets provides a sparse representation of the two-dimensional information with edge
discontinuities [19]. Shearlet-based techniques were established to be superior to wavelet-based
methods [20].

Dermoscopic images include several artifacts such as hair, air bubbles, and other noise factors that
are considered indeterminate information. The above-mentioned skin lesion segmentation methods
either need a preprocessing to deal with the indeterminate information, or their detection results must
be affected by them. To overcome this disadvantage, we introduce the neutrosophic set to deal with
indeterminate information in dermoscopic images; we use a shearlet transform and the neutrosophic
c-means (NCM) method along with an indeterminacy filter (IF) to eliminate the indeterminacy for
accurate skin cancer segmentation. An adaptive region growing method is also employed to identify
the lesions accurately.

The rest of the paper is organized as follows. In the second section, the proposed method is
presented. Then the experimental results are discussed in the third section. The conclusions are drawn
in the final section.

2. Methodology

The current work proposes a skin lesion detection algorithm using neutrosophic clustering and
adaptive region growing in dermoscopic images. In this study, the red channel is used to detect the
lesion, where healthy skin regions tend to be reddish, while darker pixels often occur in skin lesion
regions [21]. First, the shearlet transform is employed on the red channel of dermoscopic image to
extract the shearlet features. Then, the red channel of the image is mapped into the neutrosophic
set domain, where the map functions are defined using the shearlet features. In the neutrosophic
set, an indeterminacy filtering operation is performed to remove indeterminate information, such as
noise and hair without using any de-noising or hair removal approaches. Then, the segmentation is
performed through the neutrosophic c-means (NCM) clustering algorithm. Finally, the lesions are
identified precisely using adaptive region growing on the segmentation results.

2.1. Shearlet Transform

Shearlets are based on a rigorous and simple mathematical framework for the geometric
representation of multidimensional data and for multiresolution analysis [22]. The shearlet transform
(ST) resolves the limitations of wavelet analysis; where wavelets fail to represent the geometric
regularities and yield surface singularities due to their isotropic support. Shearlets include nearly
parallel elongated functions to achieve surface anisotropy along the edges. The ST is an innovative
two-dimensional wavelet transformation extension using directional and multiscale filter banks to
capture smooth contours corresponding to the prevailing features in an image. Typically, the ST is
a function with three parameters 4, s, and t denoting the scale, shear, and translation parameters,
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respectively. The shearlet can fix both the locations of singularities and the singularities” curve tracking
automatically. Fora > 0,s € R,t € R?, the ST can be defined using the following expression [23]:

STcp(a,s,t) =< (p,Gast), 1)

where ¢osi(f) = |detNas|V2g(N; M (f —t)) and Nos = { g \;E } Each matrix N, s can be

defined as:
Na,s = VsDuz (2)

where the shear matrix is expressed by:

Vs =

1 s
01} ®

and the anisotropic dilation matrix is given by:

D, =

0 va

a s } @

During the selection of a proper decomposition function for any T = (71, 72) € R?, and 7 # 0,

¢ can be expressed by:

— — — ~ (1

(0 =cmm) = ame( D), ®
where ¢; € L*(R) and |2/, = 1.

From the preceding equations, the discrete shearlet transform (DST) is formed by translation,
shearing, and scaling to provide the precise orientations and locations of edges in an image. The DST is
acquired by sampling the continuous ST. It offers a decent anisotropic feature extraction. Thus, the DST
system is properly definite by sampling the continuous ST on a discrete subset of the shearlet group as
follows, where j, k,m € Z x Z x Z2 [24]:

ST(g) = {gj,k,m = a’%g<Da’1Vs*1(. - t)) :(j,k,m) € A}. 6)

The DST can be divided into two steps: multi-scale subdivision and direction localization [25],
where the Laplacian pyramid algorithm is first applied to an image in order to obtain the
low-and-high-frequency components at any scale j, and then direction localization is achieved with
a shear filter on a pseudo polar grid.

2.2. Neutrosophic Images

Neutrosophy has been successfully used for many applications to describe uncertain or
indeterminate information. Every event in the neutrosophy set (NS) has a certain degree of truth (T),
indeterminacy (I), and falsity (F), which are independent from each other. Previously reported studies
have demonstrated the role of NS in image processing [26,27].

A pixel P(i,]) in an image is denoted as Pns(i,j) = {T(i,j),I(i,j), F(i,j)} in the NS domain,
where T(i,f), I(i,j), and F(i,j) are the membership values belonging to the brightest pixel set,
indeterminate set, and non-white set, respectively.

In the proposed method, the red channel of the dermoscopic image is transformed into the NS
domain using shearlet feature values as follows:
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_ STp(%y)—STLmin
T(%,y) = S st

— STy (xy)=SThmin
I(x,y) = STHmax—ST Hmin
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where T and I are the true and indeterminate membership values in the NS. STy (x,y) is the
low-frequency component of the shearlet feature at the current pixel P(x, y). In addition, STy max
and ST in are the maximum and minimum of the low-frequency component of the shearlet feature
in the whole image, respectively. STy (x, y) is the high-frequency component of the shearlet feature
at the current pixel P(x, y). Moreover, STimax and STimin are the maximum and minimum of the
high-frequency component of the shearlet feature in the whole image, respectively. In the proposed
method, we only use T and I for segmentation because we are only interested in the degree to which
a pixel belongs to the high intensity set of the red channel.

2.3. Neutrosophic Indeterminacy Filtering

In an image, noise can be considered as indeterminate information, which can be handled
efficiently using NS. Such noise and artifacts include the existence of hair, air bubbles, and blurred
boundaries. In addition, NS can be integrated with different clustering approaches for image
segmentation [16,28], where the boundary information, as well as the details, may be blurred due to the
principal low-pass filter leading to inaccurate segmentation of the boundary pixels. A novel NS based
clustering procedure, namely the NCM has been carried out for data clustering [15], which defined
the neutrosophic membership subsets using attributes of the data. Nevertheless, when it is applied to
the image processing area, it does not account for local spatial information. Several side effects can
affect the image when using classical filters in the NS domain, leading to blurred edge information,
incorrect boundary segmentation, and an inability to combine the local spatial information with the
global intensity distribution.

After the red channel of the dermoscopic image is mapped into the NS domain, an indeterminacy
filter (IF) is defined based on the neutrosophic indeterminacy value, and the spatial information is
utilized to eliminate the indeterminacy. The IF is defined by using the indeterminate value I;(x,y),
which has the following kernel function [28]:

O[(u,li) = 271'0'1267? (8)
or(x,y) = f(I(x,y)) = rl(x,y) +q, )

where o7 represents the Gaussian distribution’s standard deviation, which is defined as a linear function
f(.) associated with the indeterminacy degree. Since o7 becomes large with a high indeterminacy
degree, the IF can create a smooth current pixel by using its neighbors. On the other hand, with a low
indeterminacy degree, the value of ¢y is small and the IF performs less smoothing on the current pixel
with its neighbors.

2.4. Neutrosophic C-Means (NCM)

In the NCM algorithm, an objective function and membership are considered as follows [29]:

z

A N
J(T,LEA) =YY (@ Ty) |x1—a]|\2+2 (@21)"||x; = Gimax| > + Y 0% (@3F)"  (10)
i=1j=1 i=1 i=1
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— Ay +ag.
Aimax = p’z i
pi = argmax (Tj)
j=12,--,A (11)
gi= argmax (Tj)
j#FpiN=12,+,A

where m is a constant and usually equal to 2. The value of @y, is calculated, since p; and g; are
identified as the cluster numbers with the largest and second largest values of T, respectively.
The parameter J is used for controlling the number of objects considered as outliers, and @; is
a weight factor.

In our NS domain, we only defined the membership values of T and I. Therefore, the objective
function reduces to:

N A
J(T,LF,A) =YY (4Ty) |\x1—a]||2+2 (@21:)"||x; = Timax| | (12)
i=1j=1 i=1

To minimize the objective function, three membership values are updated on each iteration as:

1 (13)

wil Zl (xi - aj)71’171 + caiz(xi - Eimax)imi1

where 7,y is calculated based on the indexes of the largest and the second largest value of Tj.

’Ti(,km ) ‘ < ¢, where ¢ is a termination criterion between 0 and

The iteration does not stop until
1, and k is the iteration step. In the proposed method, the neutrosophic image after indeterminacy
filtering is used as the input for NCM algorithm, and the segmentation procedure is performed using
the final clustering results. Since the pixels whose indeterminacy membership values are higher than
their true membership values, it is hard to determine which group they belong to. To solve this problem,
the indeterminacy filter is employed again on all pixels, and the group is determined according to their
biggest true membership values for each cluster after the IF operation.

2.5. Lesion Detection

After segmentation, the pixels in an image are grouped into several groups according to their
true membership values. Due to the fact that the lesions have low intensities, especially for the core
part inside a lesion, the cluster with lowest true membership value is initially considered as the lesion
candidate pixels. Then an adaptive region growing algorithm is employed to precisely detect the
lesion boundary parts having higher intensity and lower contrast than the core ones. A contrast ratio
is defined adaptively to control the growing speed:

mean(R, — Ryp)

DR(t) = mean(Ry)

/ (14)
where DR(t) is the contrast ratio at the {-th iteration of growing, and R, and R, are the regions before
and after the ¢-th iteration of growing, respectively.

A connected component analysis is taken to extract the components” morphological features.
Due to the fact that there is only one lesion in a dermoscopic image, the region with the biggest area is
identified as the final lesion region. The block diagram of the proposed neutrosophic clustering and
adaptive region growing (NCARG) method is illustrated in Figure 1.
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Figure 1. Flowchart of the proposed neutrosophic clustering and adaptive region growing (NCARG)
skin lesion detection algorithm.

Figure 1 illustrates the steps of the proposed skin lesion segmentation method (NCARG) using
neutrosophic c-means and region growing algorithms. Initially, the red channel of the dermoscopic
image is transformed using a shearlet transform, and the shearlet features of the image are used to
map the image into the NS domain. In the NS domain, an indeterminacy filtering operation is taken
to remove the indeterminate information. Afterward, the segmentation is performed through NCM
clustering on the filtered image. Finally, the lesion is accurately identified using an adaptive region
growing algorithm where the growing speed is controlled by a newly defined contrast ratio.

To illustrate the steps in the proposed method, we use an example to demonstrate the intermediate
results in Figure 2. Figure 2a,b are the original image and its ground truth image of segmentation.
Figure 2c is its red channel. Figure 2d,e are the results after indeterminacy filtering and the NCM.
In Figure 2f, the final detection result is outlined in blue and ground truth in red where the detection
result is very close to its ground truth result.

|

(b)

[
[

() (d)

4 d

(e) (f)

Figure 2. Intermediate results of an example image: ISIC_0000015: (a) Original skin lesion image;
(b) Ground truth image; (c) Red channel of the original image; (d) Result after indeterminate filtering;
(e) Result after NCM; (f) Detected lesion region after adaptive region growing, where the blue line is
for the boundary of the detection result and the red line is the boundary of the ground truth result.
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2.6. Evaluation Metrics

Several performance metrics are measured to evaluate the proposed skin cancer segmentation
approach, namely the Jaccard index (JAC), Dice coefficient, sensitivity, specificity, and accuracy [30].
Each of these metric is defined in the remainder of this section. JAC is a statistical metric to compare
diversity between the sample sets based upon the union and intersection operators as follows:

]AC(Y, Q) B A?’y n ATQ

a Ary U A}’Q' (15)

where N and U are the intersection and union of two sets, respectively. In addition, Ary and Arg
are the automated segmented skin lesion area and the reference golden standard skin lesion area
enclosed by the boundaries Y and Q; respectively. Typically, a value of 1 specifies complete similarity,
while a JAC value of 0 specifies no similarity.

The Dice index compares the similarity of two sets, which is given as following for two sets X
and Y:

(16)

Furthermore, the sensitivity, specificity, and accuracy are related to the detection of the lesion region.
The sensitivity indicates the true positive rate, showing how well the algorithm successfully predicts
the skin lesion region, which is expressed as follows:

Number of true positives

Sensitivity = .
Y~ Number of true positives + Number of false negatives

17)
The specificity indicates the true negative rate, showing how well the algorithm predicts the non-lesion
regions, which is expressed as follows:

Number of true negative
umber of conditionnegative’

Specificity = N (18)

The accuracy is the proportion of true results (either positive or negative), which measures the reliability
degree of a diagnostic test:

Number of true positive 4+ Number of true negative

A =
ccuracy Number of total population

19)

These metrics are measured to evaluate the proposed NCARG method compared to another
efficient segmentation algorithm that is based on the neutrosophic similarity score (NSS) and level
set (LS), called NSSLS [31]. In the NSSLS segmentation method, the three membership subsets are
used to transfer the input image to the NS domain, and then the NSS is applied to measure the
fitting degree to the true tumor region. Finally, the LS method is employed to segment the tumor
in the NSS image. In the current work, when the NSSLS is applied to the skin images, the images
are interpreted using NSS, and the skin lesion boundary is extracted using the level set algorithm.
Moreover, the statistical significance between the evaluated metrics using both segmentation methods
is measured by calculating the significant difference value (p-value) to estimate the difference between
the two methods. The p-value refers to the probability of error, where the two methods are considered
statistically significant when p < 0.05.

3. Experimental Results and Discussion

3.1. Dataset

The International Skin Imaging Collaboration (ISIC) Archive [32] contains over 13,000 dermoscopic
images of skin lesions. Using the images in the ISIC Archive, the 2017 ISBI Challenge on Skin Lesion Analysis
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Towards Melanoma Detection was proposed to help participants develop image analysis tools to
enable the automated diagnosis of melanoma from dermoscopic images. Image analysis of skin lesions
includes lesion segmentation, detection and localization of visual dermoscopic features/patterns,
and disease classification. All cases contain training, and binary mask images as ground truth files.

In our experiment, 50 images were selected to tune the parameters in the proposed NCARG
algorithm and 500 images were used as the testing dataset. In the experiment, the parameters are set
tor=1,4=0.05 wl=0.75 w2 =0.25,and & = 0.001.

3.2. Detection Results

Skin lesions are visible by the naked eye; however, early-stage detection of melanomas is
complex and difficult to distinguish from benign skin lesions with similar appearances. Detecting
and recognizing melanoma at its earliest stages reduces melanoma mortality. Skin lesion digital
dermoscopic images are employed in the present study to detect skin lesions for accurate automated
diagnosis and clinical decision support. The ISIC images are used to test and to validate the proposed
approach of skin imaging. Figure 3 demonstrates the detection results using the proposed NCARG
approach compared to the ground truth images. In the Figure 3d, the boundary detection results are
marked in blue and the ground truth results are in red. The detection results match the ground truth
results, and their boundaries are very close. Figure 3 establishes that the proposed approach accurately
detects skin lesion regions, even with lesions of different shapes and sizes.
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Figure 3. Detection results: (a) Skin cancer image number; (b) Original skin lesion image; (c) Ground
truth image; and (d) Detected lesion region using the proposed approach.

3.3. Evaluation

Table 1 reports the average values as well as the standard deviations (SD) of the evaluation metrics
on the proposed approach’s performance over 500 images.
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Table 1. The performance of computer segmentation using the proposed NCARG method with
reference to ground truth boundaries (Average + SD).

Metric Value Accuracy (%)  Dice (%) JAC (%)  Sensitivity (%)  Specificity (%)
Average 95.3 90.38 83.2 97.5 88.8
Standard deviation 6 7.6 10.5 3.5 11.4

Table 1 establishes that the proposed approach achieved a detection accuracy for the skin lesion
regions of 95.3% with a 6% standard deviation, compared to the ground truth images. In addition,
the mean values of the Dice index, Jaccard index, sensitivity, and specificity are 90.38%, 83.2%, 97.5%,
and 88.8%; respectively, with standard deviations (SD) of 7.6%, 10.5%, 3.5%, and 11.4%; respectively.
These reported experimental test results proved that the proposed NCARG approach correctly detects
skin lesions of different shapes and sizes with high accuracy. Ten dermoscopic images were randomly
selected; their segmentation results are shown in Figure 4, and the evaluation metrics are reported in

Table 2.
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Figure 4. Comparative segmentation results, where (al-al0): original dermoscopic test images;
(b1-b10): ground truth images; (c1-c10): segmented images using the neutrosophic similarity score
and level set (NSSLS) algorithm, and (d1-d10): NCARG proposed approach.

Table 2. The performance of computer segmentation using the proposed method with reference to the
ground truth boundaries (Average & SD) of ten images during the test phase.

Image ID Accuracy (%) Dice (%) JAC (%) Sensitivity (%)  Specificity (%)

ISIC_0012836 99.7819 93.2747 87.397 99.9909 87.851
ISIC_0013917 99.1485 90.4852 82.6237 1 82.6237
ISIC_0014647 99.4684 92.8643 86.6791 99.7929 91.2339
ISIC_0014649 98.8823 95.2268 90.8886 98.8313 99.2854
ISIC_0014773 98.9017 97.3678 94.8707 98.6294 99.9692
ISIC_0014968 89.5888 89.2267 80.5489 81.7035 99.9913
ISIC_0014994 98.9242 93.0613 87.023 1 87.023
ISIC_0015019 93.8788 93.9689 88.6239 88.6218 99.602
ISIC_0015941 99.7687 94.3589 89.3203 1 89.3203
ISIC_0015563 98.0344 83.939 72.3232 97.928 1
Average (%) 97.63777 92.3774 86.0298 96.54978 93.68998
SD (%) 3.31069 3.7373 6.2549 6.26068 6.76053

3.4. Comparative Study with NSSLS Method

The proposed NCARG approach is compared with the NSSLS algorithm [31] for detecting skin
lesions. Figure 4(al-al0), Figure 4(b1-b10), Figure 4(c1-c10) and Figure 4(d1-d10) include the original
dermoscopic images, the ground truth images, the segmented images using the NSSLS algorithm,
and the NCARG proposed approach; respectively.

Figure 4 illustrates different samples from the test images with different size, shape,
light illumination, skin surface roughness/smoothness, and the existence of hair and/or air bubbles.
For these different samples, the segmented image using the proposed NCARG algorithm is matched
with the ground truth; while, the NSSLS failed to accurately match the ground truth. Thus, Figure 4
demonstrates that the proposed approach accurately detects the skin lesion under the different cases
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compared with the NSSLS method. The superiority of the proposed approach is due to the ability of the
NCM along with the IF to handle indeterminate information. In addition, shearlet transform achieved
the surface anisotropic regularity along the edges leading the algorithm to capture the smooth contours
corresponding to the dominant features in the image. For the same images in Figure 4, the comparative
results of the previously mentioned evaluation metrics are plotted for the NCARG and NSSLS in
Figures 5 and 6; respectively. In both figures, the X-axis denotes the image name under study, and the
Y-axis denotes the value of the corresponding metric in the bar graph.

Figure 5 along with Table 2 illustrate the accuracy of the proposed algorithm, which achieves
an average accuracy of 97.638% for the segmentation of the different ten skin lesion samples,
while Figure 6 illustrates about 44% average accuracy of the NSSLS method. Thus, Figures 5 and 6
establish the superiority of the proposed approach compared with the NSSLS method, owing to the
removal the indeterminate information and the efficiency of the shearlet transform. The same results
are confirmed by measuring the same metrics using 500 images, as reported in Figure 7.

® Accuracy
" Dice
wIJAC

= Sensitivity

m Specificity

Figure 5. Evaluation metrics of the ten test images using the proposed segmentation NCARG approach.

1 S—
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0.1 m Specificity

Figure 6. Evaluation metrics of the ten test images using the NSSLS segmentation approach
for comparison.
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Figure 7 reports that the proposed method achieves about 15% improvement on the accuracy and
about 25% improvement in the JAC over the NSSLS method. Generally, Figure 7 proves the superiority
of the proposed method compared with the NSSLS method. In addition, Table 3 reports the statistical
results on the testing images; it compares the detection performance with reference to the ground
truth segmented images for the NSSLS and the proposed NCARG method. The p-values are used to
estimate the differences between the metric results of the two methods. The statistical significance was
set at a level of 0.05; a p-value of <0.05 refers to the statistically significant relation.

0.9
0.8
0.7
0.6
0.5 m NCARG
0.4 NSSLS
0.3
0.2
0.1
0

Accuracy Dice Sensitivity ~ Specificity

Figure 7. Comparative results of the performance evaluation metrics of the proposed NCARG and
NSSLS methods.

The p-values reported in Table 3 establish a significant difference in the performance metric values
when using the proposed NCARG and NSSLS methods. The mean and standard deviation of the
accuracy, Dice, JAC, sensitivity, and specificity for the NSSLS and NCARG methods, along with the
p-values, establish that the proposed NCARG method improved skin lesion segmentation compared
with the NSSLS method. Figure 7 along with Table 3 depicts that the NCARG achieved 95.3% average
accuracy, which is superior to the 80.6% average accuracy of the NSSLS approach. Furthermore,
the proposed algorithm achieved a 90.4% average Dice coefficient value, 83.2% average JAC value,
97.5% average sensitivity value, and 88.8% average specificity value. The segmentation accuracy
improved from 80.6 £ 22.1 using the NSSLS to 95.3 £ 6 using the proposed method, which is
a significant difference. The skin lesion segmentation improvement is statistically significant (p < 0.05)
for all measured performances metrics by SPSS software.

Table 3. The average values (mean =+ SD) of the evaluation metrics using the NCARG approach
compared to the NSSLS approach.

Method Accuracy (%) Dice (%) JAC (%) Sensitivity (%)  Specificity (%)
NSSLS method 80.6 +22.1 66.4 4326 579 +337 82.1+24 83.1 4 30.4
Proposed NCARG method 953+ 6 90.4 +7.6 83.2+10.5 975+ 6.3 88.8 +11.4
p-value <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

The cumulative percentage is used to measure the percentage of images, which have a metric
value less than a threshold value. The cumulative percentage (CP) curves of the measured metrics
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are plotted for comparing the performance of the NSSLS and NCARG algorithms. Figures 8-12 show
the cumulative percentage of images having five measurements less than a certain value; the X-axis
represents the different threshold values on the metric and the Y-axis is the percentage of the number
of images whose metric values are greater than this threshold value. These figures demonstrate the
comparison of performances in terms of the cumulative percentage of the different metrics, namely the
accuracy, Dice value, JAC, sensitivity, and specificity; respectively.

Figure 8 illustrates a comparison of performances in terms of the cumulative percentage of the
NCARG and NSSLS segmentation accuracy. About 80% of the images have a 95% accuracy for the
segmentation using the proposed NCARG, while the achieved cumulative accuracy percentage using
the NSSLS is about 65% for 80% of the images.

1.0 |
o
S 0.8
E
S 0.6
[
o
8
5 0.4
e
&
0.2 —— NCARG
e NSSLS
0.0 * ; ; ; :
10 08 0.6 0.4 0.2

Accuracy

Figure 8. Comparison of performances in terms of the cumulative percentage of the accuracy using the
NCARG and NSSLS segmentation methods.

Figure 9 compares the performances, in terms of the cumulative percentage of the Dice index
values, of the NCARG and NSSLS segmentations. Figure 9 depicts that 100% of the images have about
82% Dice CP values using the NCARG method, while 58% of the images achieved the same 82% Dice
CP values when using the NSSLS method.
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Figure 9. Comparison of performances in terms of the cumulative percentage of the Dice values using
the NCARG and NSSLS segmentation methods.
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Figure 10 compares the performances, in terms of the cumulative percentage of the JAC values,
of the NCARG and NSSLS segmentation. About 50% of the images have 83% CP JAC values using
the NCARG method, while the obtained CP JAC using the NSSLS for the same number of images is
about 72%.

1.0

0.8

0.6

Percentage of images

= NCARG
= NSSLS

1.0 0.8 0.6 0.4 0.2
JAC

Figure 10. Comparison of performances in terms of the cumulative percentage of the JAC values using
NCARG and NSSLS segmentation methods.

Figure 11 compares the performances, in terms of the cumulative percentage of the sensitivity,
using the NCARG and NSSLS segmentation methods. About 50% of the images have 97% sensitivity
value using the NCARG method, while the NSSLS achieves about 92% sensitivity value.

Percentage of images

0.2 —— NCARG
—— NSSLS

1.0 0.8 0.6 0.4 0.2
Sensitivity

Figure 11. Comparison of performances in terms of the cumulative percentage of the sensitivity using
the NCARG and NSSLS segmentation methods.

Figure 12 demonstrates the comparison of performances, in terms of the cumulative percentage
of the specificity, using the NCARG and NSSLS segmentation methods. A larger number of images
have accuracies in the range of 100% to 85% when using the NSSLS compared to the proposed method.
However, about 100% of the images have 63% CP specificity values using the NCARG method,
while the NSSLS achieved about 20% cumulative specificity values with 90% of the images. Generally,
the cumulative percentage of each metric establishes the superiority of the proposed NCARG method
compared with the NSSLS method.
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Figure 12. Comparison of performances in terms of the cumulative percentage of the specificity using
the NCARG and NSSLS segmentation methods.

3.5. Comparison with Other Segmentation Methods Using the ISIC Archive

In case of lesion segmentation, variability in the images is very high; therefore, performance
results highly depend on the data set that is used in the experiments. Several studies and challenges
have been conducted to resolve such trials [33]. In order to validate the performance of the proposed
NCARG method, a comparison is conducted on the results of previously published studies on the
same ISIC dermoscopic image data set. Yu et al. [34] leveraged very deep convolutional neural
networks (CNN) for melanoma image recognition using the ISIC data set. The results proved
that deeper networks, of more than 50 layers, provided more discriminating features with more
accurate recognition. For accurate skin lesion segmentation, fully convolutional residual networks
(FCRN) with a multi-scale contextual information integration structure were applied to the further
classification stage. The network depth increase achieved enhanced discrimination capability of
CNN. The FCRNSs of 38 layers achieved 0.929 accuracy, 0.856 Dice, 0.785 JAC, and 0.882 sensitivity.
Thus, our proposed NCARG provides superior performance in terms of these metrics. However,
with an increased FCRN layer depth of 50, the performance improvement increased compared to our
proposed method. However, the complexity also increases. In addition, Yu et al. have compared
their study with other studies, namely the fully convolutional VGG-16 network [34,35] and the fully
convolutional GoogleNet [34,36] establishing the superiority of our work compared to both of those
studies. Table 4 reports a comparative study between the preceding studies, which have used the same
ISIC data set, and the proposed NCARG method.

Table 4. Performance metrics comparison of different studies using the ISIC dataset for segmentation.

Method Accuracy (%)  Dice (%) JAC (%)  Sensitivity (%)  Specificity (%)
FCRNSs of 38 layers [34] 929 85.6 78.5 88.2 93.2
FCRN s of 101 layers [34] 93.7 87.2 80.3 90.3 93.5
VGG-16 [34,35] 90.3 79.4 70.7 79.6 94.5
GoogleNet [34,36] 91.6 84.8 77.6 90.1 91.6
Proposed NCARG method 95.3 90.4 83.2 97.5 88.8

The preceding results and the comparative study establish the superiority of the proposed NCARG
method compared with other methods. This superiority arises due to the effectiveness of the shearlet
transform, the indeterminacy filtering, and the adaptive region growing, yielding an overall accuracy
of 95.3%. Moreover, in comparison with previously conducted studies on the same ISIC dermoscopic
image data set, the proposed method can be considered an effective method. In addition, the studies
in References [37,38] can be improved and compared with the proposed method on the same dataset.
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4. Conclusions

In this study, a novel skin lesion detection algorithm is proposed based on neutrosophic
c-means and adaptive region growing algorithms applied to dermoscopic images. The dermoscopic
images are mapped into the neutrosophic domain using the shearlet transform results of the image.
An indeterminate filter is used for reducing the indeterminacy on the image, and the image is
segmented via a neutrosophic c-means clustering algorithm. Finally, the skin lesion is accurately
identified using a newly defined adaptive region growing algorithm. A public data set was employed
to test the proposed method. Fifty images were selected randomly for tuning, and five hundred images
were used to test the process. Several metrics were measured for evaluating the proposed method
performance. The evaluation results demonstrate the proposed method achieves better performance
to detect the skin lesions when compared to the neutrosophic similarity score and level set (NSSLS)
segmentation approach.

The proposed NCARG approach achieved average 95.3% accuracy of 500 dermoscopic images
including, ones with different shape, size, color, uniformity, skin surface roughness, light illumination
during the image capturing process, and existence of air bubbles. The significant difference in the
p-values of the measured metrics using the NSSLS and the proposed NCARG proved the superiority of
the proposed method. This proposed method determines possible skin lesions in dermoscopic images
which can be employed for further accurate automated diagnosis and clinical decision support.
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Abstract: In this paper, by utilizing the concept of a neutrosophic extended triplet (NET), we define
the neutrosophic image, neutrosophic inverse-image, neutrosophic kernel, and the NET subgroup.
The notion of the neutrosophic triplet coset and its relation with the classical coset are defined and the
properties of the neutrosophic triplet cosets are given. Furthermore, the neutrosophic triplet normal
subgroups, and neutrosophic triplet quotient groups are studied.
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1. Introduction

Neutrosophy was first introduced by Smarandache (Smarandache, 1999, 2003) as a branch of
philosophy, which studied the origin, nature, and scope of neutralities, as well as their interactions
with different ideational spectra: (A) is an idea, proposition, theory, event, concept, or entity; anti(A) is
the opposite of (A); and (neut-A) means neither (A) nor anti(A), that is, the neutrality in between the
two extremes. A notion of neutrosophic set theory was introduced by Smarandache in [1]. By using
the idea of the neutrosophic theory, Kandasamy and Smarandache introduced neutrosophic algebraic
structures in [2,3]. The neutrosophic triplets were first introduced by Florentin Smarandache and
Mumtaz Ali [4-10], in 2014-2016. Florentin Smarandache and Mumtaz Ali introduced neutrosophic
triplet groups in [6,11]. A lot of researchers have been dealing with neutrosophic triplet metric space,
neutrosophic triplet vector space, neutrosophic triplet inner product, and neutrosophic triplet normed
space in [12-22].

A neutrosophic extended triplet, introduced by Smarandache [7,20] in 2016, is defined as the
neutral of x (denoted by ¢"*/(*) and called “extended neutral”), which is equal to the classical algebraic
unitary element (if any). As a result, the “extended opposite” of x (denoted by (%)) is equal to
the classical inverse element from a classical group. Thus, the neutrosophic extended triplet (NET)
has a form (x,e™#(*) ¢mti(x)) for x € N, where ¢"(X) € N is the extended neutral of x. Here,
the neutral element can be equal to or different from the classical algebraic unitary element, if any,
such that: x % e"(¥) = eneut(x) 4 x = x, and e™!(*) ¢ N is the extended opposite of x, where
anti(x) anti(x) 4 x = eneut(x) Therefore, we used NET to define these new structures.

In this paper, we deal with neutosophic extended triplet subgroups, neutrosophic triplet cosets,
neutrosophic triplet normal subgroups, and neutrosophic triplet quotient groups for the purpose to
develop new algebraic structures on NET groups. Additionally, we define the neutrosophic triplet
image, neutrosophic triplet kernel, and neutrosophic triplet inverse image. We give preliminaries
and results with examples in Section 2, and we introduce neutrosophic extended triplet subgroups
in Section 3. Section 4 is dedicated to introduing neutrosophic triplet cosets, with some of their
properties, and we show that neutrosophic triplet cosets are different from classical cosets. In Section 5,
we introduce neutrosophic triplet normal subgroups and the neutrosophic triplet normal subgroup

X ke = e
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test. In Section 6, we define the neutrosophic triplet quotient groups and we examine the relationships
of these structures with each other. In Section 7, we provide some conclusions.

2. Preliminaries

In this section, the definition of neutrosophic triplets, NET’s, and the concepts of NET groups
have been outlined.

2.1. Neutrosophic Triplet

Let U be a universe of discourse, and (N, ) a set included in it, endowed with a well-defined
binary law .

Definition 1 ([1-3]). A neutrosophic triplet has a form (x, neut(x), anti(x)), for x in N, where neut(x) and
anti(x) € N are neutral and opposite to x, which are different from the classical algebraic unitary element, if any,
such that: x x neut(x) = neut(x)*x = xand x*anti(x) = anti(x) xx = neut(x), respectively. In
general, x may have more than one neut's and anti’s.

2.2. NET

Definition 2 ([4,7]). A neutrosophic extended triplet is a neutrosophic triplet, as defined in Definition 1,
where the neutral of x (denoted by ¢"!™and called extended neutral) is equal to the classical algebraic
unitary element, if any. As a consequence, the extended opposite of x (denoted by e™(¥)) is also equal to
the classical inverse element from a classical group. Thus, an NET has a form (x, eneut(x), e“””(’“)), for x

€ N, where ") and ¢"(*) in N are the extended neutral and opposite of x, respectively, such that:
xx enent(x) = gneut(x) gy — x which can be equal to or different from the classical algebraic unitary element,
if any, and x % ™) = panti(Y) 5y = eneut(x) Iy general, for each x € N there are many e"*'(¥)’s and
enti(x) g,

Definition 3 ([1-3]). The element y in (N, ) is the second coordinate of a neutrosophic extended triplet
(denoted as neut(y) of a neutrosophic triplet), if there are other elements exist, x and z € N such that:
x*xy = yxx = xand xxz = z*xx = y. The formed neutrosophic triplet is (x, y, z). The element
z € (N, x), as the third coordinate, can be defined in the same way.

Example 1. Let X =(0,1,2,3,4,5,6,7,8,9, 10, 11), enclosed with the classical multiplication law, (x) modulo
12, which is well defined on X, with the classical unitary element 1. X iss an NET “weak commutative set” see
“Table 1”.

Table 1. Neutrosophic triplets of (x) modulo 12.

* 0 1 2 3 4 5 6 7 8 9 10 11
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6 7 8 9 10 11
2 0 2 4 6 8 10 0 2 4 6 8 10
3 0 3 6 9 0 3 6 9 0 3 6 9
4 0 4 8 0 4 8 0 4 8 0 4 8
5 0 5 10 3 8 1 6 11 4 9 2 7
6 0 6 0 6 0 6 0 6 0 6 0 6
7 0 7 2 9 4 11 6 1 8 3 10 5
8 0 8 4 0 8 4 0 8 4 0 8 4
9 0 9 6 3 0 9 6 3 0 9 6 3
10 0 10 8 6 4 2 0 10 8 6 4 2
11 0 11 10 9 8 7 6 5 4 3 2 1
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The formed NETs of X are: (0, 0, 0), (0,0, 1),(0,0,2),...,(0,0,11),(1,1,1),(3,9,3),(3,9,7),(3,9,11),
(4,4,4),(4,4,7),(4,4,10),(5,1,5),(7,1,7),(8,4,2),(8,4,5),(8,4,8),(8,4,11),(9,9,5),(9,9,9), (11,1, 11).

Here, 2, 6, and 10 did not give rise to a neutrosophic triplet, as neut(2) = 1 and 7, however anti(2)
did not exist in Z1,. In addition, neut(6) =1, 3, 5, 7, 9, and 11, however anti(6) did not exist in Z1,.
The neut(10) = 1, however anti(10) did not exist in Z,.

Definition 4 ([4,7]). The set N is called a strong neutrosophic extended triplet set if, for any x in N, e"®"t(*) ¢
N and ™) ¢ N exists.

Example 2. The NET's of (x) modulo 12 were as follows:
(0,0,0),(0,0,1),(0,0,2),...,(0,0,11),(1,1,1),(3,9,3),(3,9,7),(3,9,11), (4, 4,4), (4, 4,7), (4, 4,
10),(5,1,5),(7,1,7),(8,4,2),(8,4,5),(8,4,8),(8,4,11),(9,9,5),(9,9,9), (11, 1, 11).

Definition 5 ([4,7]). The set N is called an NET weak set if, for any x € N, an NET (y, ereut(y), e”"”(‘f)>
included in N exists, such that:

or

or
x = eanti(y).

Definition 6. A neutrosophic extended triplet (x, y, z) for x, y, z € N, is called a neutrosophic perfect triplet if
both (z, y, x) and (y, y, y) are also neutrosophic triplets.

Example 3. The neutrosophic perfect triplets of (x) modulo 12 are described in “Table 1" as follows:
Here, (0,0,0),(1,1,1),(3,9,3),(4,4,4),(5,1,5),(7,1,7),(8,4,8),(9,9,9), (11, 1, 11) are neutrosophic
perfect triplets of (x) modulo 12.

Definition 7. An NET (x, y, z) for x, y, z € N, is called a neutrosophic imperfect triplet if at least one of (z, y, x)
or (y, y, y) is not a neutrosophic triplet(s).

Example 4. The neutrosophic imperfect triplets of (x) modulo 12, from the above table, were as follows:
(0,0, 1), (0,0,2),...,(0,0,11), (3,9,7), (3,9, 11), (4, 4, 7), (4, 4, 10),(8, 4, 2),(8, 4, 5), (8, 4, 11),(9, 9, 5).

2.3. Neutrosophic Triplet Group (NTG)

Definition 8 ([1-3]). Let (N, *) be a neutrosophic strong triplet set. Then, (N, %) is called a neutrosophic strong
triplet group, if the following classical axioms are satisfied:

(1) (N, %) is well-defined, that is, for any x, y € N, one has x xy € N.
(2) (N, %) is associative, that is, for any x, y, z € N, one has x  (y xz) = (x*y) * z.

Example 5. We let Y = (Z1, x) be a semi-group under product 12. The neutral elements of Z1, were 4 and 9.
The elements (8, 4, 8), (4,4,4), (3,9, 3),and (9, 9, 9) were NET.

NTG, in general, was not a group in the classical sense, because it might not have had a
classical unitary element, nor the classical inverse elements. We considered that the neutrosophic
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neutrals replaced the classical unitary element, and the neutrosophic opposites replaced the classical
inverse elements.

Proposition 1 ([3]). Let (N, %) be an NTG with respect to * and a, b, c € N:

(1) axb = axce neut(a)xb = neut(a)*c.
(2) bxa = cxa< bxneut(a) = cxneut(a).
(3) if anti(a) b = anti(a) = c, then neut(a) xb = neut(a) *c.
(4) if bxanti(a) = c*anti(a), then b x neut(a) = c*neut(a).

Theorem 1 ([3]). Let (N, %) be a commutative NET, with respect to * and a, b € N:

(i) neut(a) x neut(b) = neut(axDb);
(ii) anti(a) * anti(b) = anti(axb);

Theorem 2 ([3]). Let (N, %) be a commutative NET, with respect to x and a € N:

(i) neut(a) * neut(a) = neut(a);
(i) anti(a) * neut(a) = neut(a) * anti(a) = anti(a);

Definition 9 ([3]). An NET (N, *) is called to be cancellable, if it satisfies the following conditions:

(@) ¥x,y,2zEN, x%xy = ysxz = y = 2.
(b) ¥x,y,zEN, yxx = zxx = y = z.

Definition 10 ([3]). Let N be an NTG and x € N. N is then called a neutro-cyclic triplet group if N = (a).
We can say that a is the neutrosophic triplet generator of N.

Example 6. We let N = (2, 4, 6) be an NTG with respect to (Zg, .). Then, N was clearly a neutro-cyclic triplet
group as N = (a). Therefore, 2 was the neutrosophic triplet generator of N.

2.4. Neutrosophic Extended Triplet Group (NETG)

Definition 11 ([4,7]). Let (N, %) be an NET strong set. Then, (N, ) is called an NETG, if the following classical
axioms are satisfied:

(1) (N, x ) is well-defined, that is, for any x, y € N, one has x * y € N.
(2) (N, %) is associative, that is, for any x, y, z € N, one has

xx(yxz) = (x*y)*z

For NETG, the neutrosophic extended neutrals replaced the classical unitary element, and the
neutrosophic extended opposites replaced the classical inverse elements. In the case where NETG
included a classical group, then NETG enriched the structure of a classical group, since there might
have been elements with more extended neutrals and more extended opposites.

Definition 12. A permutation of a set X is a function o: x — x that is one to one and onto, that is, a bijective
map. Permutation maps, being bijective, have anti neutrals and the maps combine neutrally under composition
of maps, which are associative. There is natural neutral permutation o: x — x, X =(1,2, 3, ..., n), which
is o(k) = k. Therefore, all of the permutations of a set X = (1, 2,3, ... , n) form an NETG under composition.
This group is called the symmetric NETG (¢5") of degree n.
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Example 7. We let A = (1, 2, 3). The elements of symmetric group of Sz were as follows:

oo (123 _ (123 _ (123
O~ {123 )70 = {231 )77~ | 312

(123 (123 (123
=23 )27 123 )P~ {123

The operartion of S3 is defined in Table 2 as follows:

1. (S3, O ) is well-defined, that is, for any o;, y; € S3,i=1,2,3 one has o; O p; € S3.
2. (83, O) is associative, that is, for any o1, p1, pu3 € Ss, one has the following:

(01 O p1) Oz =010 (41 O p3)

(11 O p3) = (01 O 1) = 02.

Table 2. Neutrosophic triplets of X.

O 0o o1 o2 M1 125] U3
0 4] 01 02 H1 H2 M3
01 01 02 o0 H2 M3 &t
(%) 02 4] 01 H3 H1 H2
M1 M1 "2 H3 o 02 ot
M2 M2 M M3 01 a0 %]
M3 M3 M2 M1 02 01 00

The NET’s of S3 (¢53) are as follows:

(00, 00, 00), (01, 00, 02), (02, 00, 01), (111, T, 1), (Ha, 00, H2), (M3, 00, 13)-
Hence, (S3, O) is an NET strong group.

Definition 13 ([9-11]). Let (N7 %, No O) be two NETGs. A mapping f: N — Ny is called a
neutro-homomorphism if:

(1) Foranyx,y € Ny, we have f(xxy) = f(x) f(y)
(2)  If (x, neut[x], anti[x]) is an NET from Ny, then,

f(neut|x]) = neut(f[x]) and f(anti[x]) = anti(f[x]).
Example 8. We let Ny be an NETG with respect multiplication modulo 6 in (Zg, %), where N1 = (0, 2, 4),
and we let Ny be another NETG in (Z19, %), where Ny = (0,2, 4, 6, 8). We let f: Ny — N be a mapping defined

as f(0) =0, f(2) =4, f (4) = 6. Then, f was clearly a neutro-homomorphism, because condition (1) and (2) were
satisfied easily.

Definition 14. Let f: N7 — N, be a neutro-homomorphism from an NETG (Nj, ) to an NETG (N, *).
The neutrosophic image of f is a subset, as follows:

Im(f) = (f(g):g € N1, %) of N».
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Definition 15. Let f: Ny — N, be a neutro-homomorphism from an NETG (Ny, *) to an NETG (Nx, O) and B
C Nj. Then
F71(B)=(x € Ny: fix) € B)

is the neutrosophic inverse image of B under f.

Definition 16. Let f: Ny — N be a neutro-homomorphism from am NETG (Ny, *) to an NETG (N, O).
The neutrosophic kernel off is a subset

ker(f) = {x € Ny: f(x) = neut(x)}
of N1, where neut(x) denotes the neutral element of N.

Example 9. We took Dy, the symmetry NETG of the square, which consisted of four rotations and four
reflections. We took a set of the four lines through the origin at angles 0, 11/4, 11/2, and 311/4, numbered 1, 2, 3,
4, respectively. We let Sy be the permutation NETG of the set of four lines. Each symmetry s, of the square in
particular, gave a permutation ¢(s) of the four lines. Then we defined a mapping, as follows:

&: Dy — Sy

whose value at the symmetry s € Dy was the permutation ¢(s) of the four lines. Such a process would always
define a neutro-homomorphism. We found the kernel and image of ¢. The neutral permutation of the square gave
the neutral of the four lines. The rotation (1234) of the square gave the permutation (13)(24) of the four lines; the
rotation (13)(24) by 180 degrees gave the neutral permutation e of the four lines; the rotation (4321) of the
square gave the permutation (13)(24) of the four lines again. Thus, the neutrosophic image of the rotation NET
subgroup Ry of Dy was the NET subgroup (neut, [13][24]) of Sy. The reflections of the square were given by the
compositions of the rotations of the square with a reflection, for example, the reflection (13). The reflection (13) of
the square (in the vertical axis) gave the permutation (24) of the lines. Thus, the homomorphism @ took the set of
reflections Ry O (13) to the following:

¢(R4) O ¢(13) = (neut, [13][24] O [24]) = ([24], [13]).

The neutrosophic image of ¢ was the union of the neutrosophic image of the rotations and the reflections,
which was Im(¢@) = (neut, [13][24], [13], [24]) € Sy. In the work above, we saw that the neutrosophic kernel of ¢
was as follows:

ker(¢) = (neut, [13][24]) of Dy

3. Neutrosophic Extended Triplet Subgroup

In this section, a definition of the neutrosophic extended triplet subgroup and its example have
been given.

Definition 17. Given an NETG (N, %), a subset H is called an NET subgroup of N, if it forms an NETG itself
under *. Explicitly, this means the following:

(1) The extended neutral element e"**!(¥) lies € H.
(2) Foranyx,y € H,x*y € H (His closed under ).
(3) Ifx € H, then ™) € H (H has extended opposites).

We wrote H < N whenever H was an NET subgroup of N. @ # H C N, satisfying (2) and (3) of
Definition 17, would be an NET subgroup, as we took x € H and then (2) gave ¢”i(*) € H, after which
(3) gave x  eHi(¥) = gnent(x) ¢ H,
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Example 10. We let Sy = (neut, o1, 03, ..., 09, T1, T2, ..., Ts, 01, 02, ..., Og) with
o1 = (1234), 0y = (13)(24), 03 = (1432), 04 = (1243), 05 = (14)(23), 06 = (1342), 07 = (1324),
05 = (12)(34),09 = (1432),7; = (234),7, = (243), T3 = (134), T4 = (143), T5 = (124), T4 = (142), T7 = (123),
T =(132), 01 =(12), 65 = (13), 63 = (14), 64 = (23), b5 = (24), b6 = (34). The trivial neutrosophic extended
subgroups of Sy were the neutral elements, and the non-trivial neutrosophic extended subgroups Sy of order 2
were as follows: (neut, 03), (neut, o), (neut, og), (neut, 81), (neut, 5), (neut, d3), (neut, é4), (neut, ds), (neut,
0¢), and the neutrosophic extended subgroups, Sy, of order 3 were as follows:

L11 = <T1> = <T2> = (neut, T1, Tz)

L1z = (13) = (T14) = (neut, T3, T4)
Lz = (T5) = (T6) = (neut, Ts, T¢)
L1 = (17) = (18) = (neut, t7, tg)

it was straightforward to find the neutrosophic extended subgroups of order 4, 6, 8, and 12 of S4.

4. Neutrosophic Triplet Cosets

In this section, the neutrosophic triplet coset and its properties have been outlined. Furthermore,
the difference between the neutrosophic triplet coset and the classical one have been given.

Definition 18. Let N be an NETG and H C N. ¥ x € N, the set xh/ h € H, is denoted by xH, analogously,

as follows:
Hx =hx/h e H

and
(xH)anti(x) = (xh)anti(x)/h € H.

When h < N, xH is called the left neutrosophic triplet coset of H € N containing x, and Hx is called the
right neutrosophic triplet coset of H € N containing x. In this case, the element x is called the neutrosophic
triplet coset representative of xH or Hx. |xH| and |Hx| are used to denote the number of elements in xH
or Hx, respectively.

Example 11. When N = Sz and H = ([1], [12]), the “Table 3" lists the left and right neutrosophic triplet
H-cosets of every element of the NETG.

Table 3. Neutrosophic triplet left and right cosets of S3.

8 gH Hg

1) (111, [12]) ([11, [12])
(12) (111, [12]) ([11, [12])
(13) ([13], [123]) ([13], [132])
(23) (123], [132]) ([23], [123])
(123) ([13], [123]) ([23], [123])
(132) (123], [132]) ([23], [123])

First of all, cosets were not usually neutrosophic extended triplet subgroups (some did not even
contain the extended neutral). In addition, since (13) # H(13), a particular element could have different
left and right neutrosophic triplet H-cosets. Since (13)H = H(13), different elements could have the
same left neutrosophic triplet H-cosets.
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Example 12. We calculated the neutrosophic triplet cosets of N = (Z4, +) under addition and let H = (0, 2).
The elements (0, 0, 0), (0, 0, 1), (0,0, 2),(0,0,3),(1,1,1), and (3, 3, 3) were NET's of Z4 and the classical cosets
of N were as follows:

H=H+0=H+2=(0,2).

and
H+1=H+3=(1,3).

Here, 2 did not give rise to NET, because the neut’s of 2 were 1 and 3, however there were no anti’s. Therefore,
we could not obtain the neutrosophic triplet coset of N. In general, classical cosets were not neutrosophic triplet
cosets, because they might not have satisfied the NET conditions.

Similarly to Definition 16, we could define neutrosophic triplet cosets as follows:

Definition 19. Let N be a neutrosophic triplet group and H < N. We defined a relation = {(modH) on N
as follows:
if x1, X € N and anti(x1)xy € N, Then

x1 =1 xp(modH)
Or, equivalently, if there exists an h € H, such that:

anti(xq) x xo = h
That is, if x, = x1h for some h € H.

Proposition 2. The relation = {(modH) is a neutrosophic triplet equivalence relation. The neutrosophic triplet
equivalence class containing x is the set xH = xh/h € H.

Proof.

(1) ¥x € Ny, anti(x) * x = neut(x) € H. Hence, x = £x;(modH)} and = /(modH) is reflexive.

(2) If x = fxo(modH), then anti(x;) * x, € H. However, since an anti of an element of H is also
in H, anti(anti[x1] * xp) = anti(x;) * anti(anti[xq]) = anti(xp) * x; € H. Thus, x, = x1(modH),
hence = {(modH) is symmetric.

(3)  Finally, if x; = ¢xp(modH) and x; = £x3(modH), then anti(x;) * X, € H and anti(xp) * x3 € H. Since
H is closed under taking products, anti(x;)xpanti(xp)x3 = anti(x)xz € H. Hence, x; = {x3(modH)
so that = {(modH) is transitive. Thus, = ¢(modH) is a neutrosophic triplet equivalence relation.
O

4.1. Properties of Neutrosophic Triplet Cosets

Lemma 1. Let H < N and let x, y € N. Then,

(1) x€xH.

(2) xH=H<&xe€H.

(3) xH=yH <& x € yH.

(4) xH=yHorxHNyH=0.

(5) xH=yH < anti(x)y € H.

(6) xH=Hx < H = (xH)anti(x).

(7 xHCN<&xeH.

(8) (xy)H = x(yH) and H(xy) = (Hx)y.
(9) |xH| =|YH|.
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Proof.

(1)  x=x(neut(x)) € xH

(2) = Suppose xH = H. Then x = x(neut(x)) € xH = H.
< Now assume x in H. Since H is closed, xH C H.

Next, also assume h € H, so anti(x)h € H, since H < N. Then,

h = neut(x)h = x * anti(x)h = x(anti[x])h € xH,

So H C xH. By mutual inclusion, xH = h.
3) xH=Yh
= X = Xx(neut(x)) € xH = yH.
< x€yH = x=yh, whereh € H=h € H, xH = (yh)H = y(hH) = yH.
(4) Suppose that xH N yH # @. Then, 3a € xH N yH = Fhih, € H3a = xhy
and
a = yhy. Thus, x = a(anti(h;)) = yhy(antih;) and xH = yhy(anti(h;))H
= yhy(anti(h;)H) = yH by (2) of Lemma 1.
(5) xH=yH & H = anti(x)yH < (2) of Lemma 1, anti(x)y € H.
(6) xH =Hx < (xH)anti(x) = (Hx)anti(x) = H(x * anti(x) = H <= xH(anti(x)) = H.
(7) (Thatis, xH = H)
Suppose thay xH is a neutrosophic extended triplet subgroup of N. Then
xH contains the identity, so xH = H by (3) of Lemma 1, which holds < x € Hby (2) of Lemma 1.

Conversely, if x € H, then xH = H < N by (2) of Lemma 1.
(8) (xy)H =x(yH) and H(xy) = (Hx)y follows from the associative

property of group multiplication.
(9) (Find a map «: xH — xH that is one to one and onto)

Consider o: xH — xH defined by « (xh) = yh. This is clearly onto yH. Suppose « (xh;)

= o (xhy). Then yh; = yhy = h; = h; by left cancellation = xh; = xhy, therefore o is one to one.
Since « provides a one to one correspondence between xH and yH, |xH| = [yH|. O

In classical group theory, cosets were used in the construction of vitali sets (a type of
non-measurable set), and in computational group theory cosets were used to decode received data
in linear error-correcting codes, to prove Lagrange’s theorem. The neutrosophic triplet coset plays
a similar role in the theory of neutrosophic extended triplet group, as in the classical group theory.
Neutrosophic triplet cosets could be used in areas, such as neutrosophic computational modelling, to
prove Lagrange’s theorem in the neutrosophic extended triplet, etc.

4.2. The Index and Lagrange’s Theorem: |H| divides |N|

Theorem 3 If N is a finite neutrosophic extended triplet group and H < N, then | H|/| N|. Moreover, the number
of the distinct left neutrosophic triplet cosets of H in N is | N|/| H|.
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Proof. Let x;H, xoH, ... , x,H denote the distinct left neutrosophic triplet cosets of Hin N. Then, ¥ x €
N.xH =x;H for somei=1,2,...,r. Considering (1) of Lemma 1, x € xH. Thus, N=xHUxHU, ...,
U x.H. Considering (4) of Lemma 1, this union is disjointed:

IN| = |x1H| + [xH] + ... + |[x;H =1|H].
Therefore: |x;H| = |xH| fori=1,2,...,r. O

Example 13. We let H = ([1], [12]), it had three left neutrosophic triplet cosets in S3, see example 11,
[S3:H] = 3 = (H, [13]H, [23]H) = (H, [13]H, [23]H).

5. Neutrosophic Triplet Normal Subgroups

In this section, the neutrosophic triplet normal subgroup and neutrosophic triplet normal
subgroup test have been outlined.

Definition 20. A neutrosophic extended triplet subgroup H of a neutrosophic extended triplet group N is called
a neutrosophic triplet normal subgroup of N, if xH = Hx, ¥ x € N and we denote it as H I N.

Example 14. The set A, = 0 € S,/ was even a normal subgroup of Sy,. It was called the alternating neutrosophic
extended triplet group on n letters. It was enough to notice that A, = ker(sgn). Since |S,|=n!, thus,

|An| = n!/2.
SulAn =nl/nl/2 =2.
Neutrosophic Triplet Normal Subgroup Test
Theorem 4 A neutrosophic extended triplet subgroup H of N is normal in N if, and only if, anti(x)Hx C H,

¥ x eN.

Proof. Let H be a neutrosphic extended triplet subgroup of N. Suppose H is neutrosophic extended triplet
subgroup of N. Then ¥ x € N,y € H: 9z € H : xy = zx. Thus (xy)anti(x) = z € H implying (xH)anti(x) < H.
O

Conversly, suppose ¥ x € N :(xH)anti(x) € H. Then for n € N, we have (nH)anti(n) C H,
which implies nH C Hn. Also, for anti(n) & N, we have anti(n)H(anti[anti{n}]) = antiln)Hn C H,
which implies Hn C nH. Therefore, nH = Hn, meaning that H < N.

Example 15. We let f: N — H be a neutro-homomorphism from a neutrosophic extended triplet group N to a
neutrosophic extended triplet group H, Kerf < N.

(1) IfYa,b < kerf, we had to show that a(anti[b]) € kerf. This meant that kerf was a neutrosophic extended
triplet subgroup of N. If a € kerf, then
fla) = neuty

and

b € kerf, then
f(b) = neuty

Then, we showed that fla(anti[b]) = neuty. (f is neutro-homomorphism)
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fla(anti(b)) = f(a) . flanti(b))
= fla) . flanti(b))

= neuty . anti(neuty)

= neuty . neuty

= neuty

= a(anti(b)) € kerf.
(2)  Weletn € N and a € kerf. We had to show that n . a . (anti(n)) € kerf. (f is neutro-homomorphism)

fin. a. (anti(n) = f(n) . fla) . flanti(n))
= f(n) fla) anti(f(n))

= h neutyy (anti(h))

= neuty

=n.a. (anti(n)) € kerf

= kerf < N.

Theorem 5. A neutrosophic triplet subgroup H of N is a neutrosophic triplet normal subgroup of N if, and only
if, each left neutrosophic triplet coset of H in N is a right neutrosophic triplet coset of H € N.

Proof. Let H be a neutrosophic triplet normal subgroup of N, then xH(antilx])=H, ¥ x € N =
xH(anti[x])x = Hx, ¥x € N = xH = Hx, ¥x € N, since each left neutrosophic triplet coset xH is the right
neutrosophic triplet coset Hx. [

Conversely, let each left neutrosophic triplet coset of H in N be a right neutrosophic triplet coset
of Hin N. This means that if x is any element of N, then the left neutrosophic triplet coset xH is also
a right neutrosophic triplet coset. Now neut(x) € H, therefore x * neut(x) = x € xH. Consequently x
must also belong to that right neutrosophic triplet coset, which is equal to left neutrosophic triplet
coset xH. However, x is a left neutrosophic triplet coset and needs to contain one common element
before they are identical. Therefore, Hx is the unique right neutrosophic triplet coset which is equal to
the left neutrosophic triplet coset xH. Therefore, we have xH = xH, ¥x € N = xH(anti(x)) = Hx(anti(x),
¥x € N = xH(anti(x)) = H, ¥x € N, since H is a neutrosophic triplet normal subgroup of N.

6. Neutrosophic Triplet Quotient (Factor) Groups

The notion of quotient (factor) groups was one of the central concepts of classical group theory
and played an important role in the study of the general structure of groups. Just as in a classical group
theory, quotient groups played a similar role in the theory of neutrosophic extended triplet group.
In this section, we have introduced the notion of neutrosophic triplet quotient group and its relation to
the neutrosophic extended triplet group.

Definition 21. If N is a neutrosophic extended triplet group and H < N is a neutrosophic triplet normal
subgroup, then the neutrosophic triplet quotient group N/H has elements xH: x € N, the neutrosophic triplet
cosets of H in N, and an operation of (xH)(yH) = (xy)H.

Example 16. Let’s find all of the possible neutrosophic triplet quotient groups for the dihedral group Ds.
D;=(1,r, 2, s, sr, sr2), where 3= ?=rsrs = 1. A quotient set D3/N is a neutrosophic triplet group

if, and only if, N < D3. Then, all of neutrosophic triplet normal subgroups are Ds jysoir. We always have the

trivial ones D3/D3 = 1 =2 1 and D3/1 = D3. The subgroup (r) = (r?) = (1, 1, r?) is that of index 2 and thus is
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normal. Therefore, D3/(r) is also a neutrosophic triplet quotient group. If N < Dj is a different neutrosophic
triplet normal subgroup, then (N). = 2, so either N = (s), N = (sr). or N = (sr2). However, none of them are
normal, since (sr)s(anti(sr)) = sr? not in (s). Hence, the only non-triavial neutrosophic triplet quotient

group is D3/(r).

Theorem 6 Let N be a neutrosophic extended triplet group and H be a neutrosophic triplet normal subgroup of
N. In the set N/H = xH, x € N is a neutrosophic extended triplet group under the operation of (xH)(yH) = xyH.

Proof. N/H x N/H — N/H

1. xH=xHand yH=y'H
Xh; =x’ and yhy =y/, hy, h,€ H

x'y’'H = xh;yh,H = xh;yH = x hjHy = xHy = xyH.
2. The neutral, for any x € H, is neut(x)H = H. That is, xH * H = xH * neut(x)H = x * neut(x)H = xH.
3. Ananti of a neutrosophic triplet coset xH is anti(x)H, since xHx* anti(x)H = (x * anti(x)H) = neut(x)H = H.
4. Associativity, (xHyH)zH = (xy)HzH = (xy)zH = xH(yz)H = xH(yHzH), ¥x,y,z€ N. 0

7. Conclusions

The main theme of this paper was to introduce the neutrosophic extended triplets and then
to utilize these neutrosophic extended triplets in order to introduce the neutrosophic triplet cosets,
neutrosophic triplet normal subgroup, and finally, the neutrosophic triplet quotient group. We also
studied some interesting properties of these newly created structures and their application to
neutrosophic extended triplet group. We further defined the neutrosophic kernel, neutrosophic-image,
and inverse image for neutrosophic extended triplets. As a further generalization, we created a
new field of research, called Neutrosophic Triplet Structures (namely, the neutrosophic triplet cosets,
neutrosophic triplet normal subgroup, and neutrosophic triplet quotient group).
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Abstract: Rooftop distributed photovoltaic projects have been quickly proposed in China because
of policy promotion. Before, the rooftops of the shopping mall had not been occupied, and it was
urged to have a decision-making framework to select suitable shopping mall photovoltaic plans.
However, a traditional multi-criteria decision-making (MCDM) method failed to solve this issue at
the same time, due to the following three defects: the interactions problems between the criteria,
the loss of evaluation information in the conversion process, and the compensation problems between
diverse criteria. In this paper, an integrated MCDM framework was proposed to address these
problems. First of all, the compositive evaluation index was constructed, and the application of
decision-making trial and evaluation laboratory (DEMATEL) method helped analyze the internal
influence and connection behind each criterion. Then, the interval-valued neutrosophic set was
utilized to express the imperfect knowledge of experts group and avoid the information loss. Next,
an extended elimination et choice translation reality (ELECTRE) III method was applied, and it
succeed in avoiding the compensation problem and obtaining the scientific result. The integrated
method used maintained symmetry in the solar photovoltaic (PV) investment. Last but not least,
a comparative analysis using Technique for Order Preference by Similarity to an Ideal Solution
(TOPSIS) method and VIKOR method was carried out, and alternative plan X1 ranks first at the same.
The outcome certified the correctness and rationality of the results obtained in this study.

Keywords: shopping mall; photovoltaic plan; decision-making trial and evaluation laboratory
(DEMATEL); interval-valued neutrosophic set; extended ELECTRE III; symmetry

1. Introduction

The frequent occurrence of fog or haze and other negative types of climate change in recent
decades is the grave reality that the whole world is experiencing. The pivotal reason behind these
environmental problems is atmospheric pollutants and greenhouse gas emissions, mainly produced by
fossil fuel consumption. Fossil fuel supplies approximately 80% of the world’s energy, and it is drying
up with the rapid increase of the world energy demand [1].

To face this situation, many countries have endorsed policies to submit fossil fuel utilization
with renewable energy generation. Among diverse types of alternative energy, solar photovoltaic
(PV hereinafter) energy is recognized as promising, since sunlight is unlimited and widespread and
the converting efficiencies of photovoltaic are getting higher and higher while the manufacturing costs
are becoming lower and lower [2].
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The past five years has witnessed the astonishing increase in installed cumulative globe solar PV
capacity, which nearly quintupled from 70 GW in 2011, to 275 GW in 2016. China is following the
worldwide trend with solar PV rapid development and gained the number one cumulative PV capacity
of 65.57 GW in 2016. It is worth noting that the large-scale ground PV power station, newly installed,
had 28.45 GW capacity this year, and grew by 75% compared to the last year, accounting for 89% of
all new PV power plants in 2016, while the distributed PV, newly installed, with 3.66 GW capacity
this year, increased by 45% in comparison to last year, and accounted for 11% of capacity of new
installations in 2016. The scale of distributed PV development is significantly lower than that of the
large-scale ground PV.

Under these circumstances, the China authorities have launched the feed in tariff adjustment.
The feed in tariff of ground solar PV generation will decrease to some extent, but in contrast to that
of distributed PV, will not decrease at all. As shown in Figure 1, according to the 13th five-year
(2016-2020) solar energy planning objectives of China, the goal is to build a total installed capacity
of 150 GW solar PV, in which more than 40% of the new installed capacity will be from distributed
PV, and to build 100 distributed PV demonstration areas. In fact, China is a country with high
potential of solar radiation, and of generous policy subsidies to promote achieving the ambitious
plan. Obviously, in China, distributed solar PV generation is government encouraged, well-resourced,
environmentally friendly, and closely following the world trend. It is worth considering investment in
such a promising project.

8000
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1000

0

2012 2013 2014 2015 2016
H Distributed PV installed capacity (10000 kw)

M Jarge-scale PV power station (10000 kW)

Figure 1. Chinese photovoltaic power structure, 2012-2016.

Numerous vacant roofs of building or structures in the cities provide the best-fitting location
for distributed solar PV, and farsighted investors have been preempting outstanding roof resources.
There are various types of buildings, such as government building, hospitals, schools, coliseums,
or residential and industrial buildings. Among all these types, the shopping centers possesses plenty
of advantages, superior to the other types of buildings, and are one of the most promising places worth
preempting for PV installation.

First of all, previous construction characters of shopping centers facilitate the rooftop PV
installation. According to literature [3], the availability rate of roof space is between 60% and 65%
in shopping malls, but just 22% and 50% in residential buildings. That is to say, double or triple PV
capacity can be installed in the former roofs, compared to the latter one. Secondly, the shopping
malls need a large amount of electricity consumption daily, the most generation can feed the
themselves-consumption. Besides, it is usually cited in downtown areas and populated areas. On the
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one hand, there have a so complete transmission and distribution network that the surplus generation
can efficiently feed local electricity consumption. On the other hand, brand advertisement and
promotion of the PV manufacturer and the rising level of awareness of the citizen towards sustainable
efforts can be greatly obtained for the large visitors there. Last but not least, facing the non-manageable
feature through electricity generation in PV facilities, technical management measures need to be taken
for protecting distribution system [4]. Fortunately, the shopping malls equipped professional staff and
equipment for energy supply, security, air conditioning, and so on. So, the previous staff in shopping
malls can condemn the whole new challenge to reduce the extra expenditure in PV management.

It is desirable to adopt a proper methodology for evaluating the shopping mall PV plan in order
to demonstrate the optimal possible selections for an investment. Since the following three problems
existed in this issue, which are the interaction problems between the criteria, the loss of evaluation
information in the conversion process, and the compensation problems between diverse criteria.
There is no doubt that traditional multi-criteria decision-making (MCDM) method failed to solve the
three problems at the same time. Nevertheless, the decision-making trial and evaluation laboratory
(DEMATEL) method can help analyze the internal influence and connection behind each criterion,
and the interval-valued neutrosophic set is accomplished in expressing the imperfect knowledge of
experts group. Besides, an extended ELECTRE III method as an outstanding outranking method can
succeed in avoiding the compensation problem, and the integrated method used maintained symmetry
in the solar PV investment. Therefore, in this context, the integrated DEMATEL method and extended
ELECTRE III method under interval-valued neutrosophic set environment for searching the optimal
shopping mall solar PV plan has been devised.

2. Literature Review

MCDM (multi-criteria decision-making) has been successfully applied in energy planning
problems. For example, a review of MCDM methods towards renewable energy development identified
MCDM methods as one of the most suitable tools to finding optimal results concerned with energy
planning progress in complex scenarios, including various indicators, and conflicting objectives and
criteria [5]. For example, Fausto Cavallaro et al. use an intuitionistic fuzzy multi-criteria approach
combined with fuzzy entropy to rank different solar-hybrid power plants successfully [6].

In a real case, it is different for decision makers to express preferences when facing inaccurate,
uncertain, or incomplete information. Although the fuzz set, intuitionistic fuzzy sets, interval-valued
intuitionistic fuzzy sets, and hesitant fuzzy sets can address the situation. However, when being
asked the evaluation on a certain statement, the experts can use the interval-valued neutrosophic set
(IVNNS) expressing the probability that the statement is true, false, and the degree of uncertainty can
be accurately described, respectively [7]. The IVNNS, combined with outrank methods, has addressed
many MCDM problems successfully [8]. For example, the IVNNS combined with VIKOR was applied
to solve selection of location for a logistic terminal problem [9]. Hong-yu Zhang et al. developed
two interval neutrosophic number aggregation operators and applied them to explore multi-criteria
decision-making problems [10].

The independence of criteria remains in most of the MCDM methodologies. In recent years, lots of
methods appeared to solve the problem, and the DEMATEL method is popularly used. According to
the statistic censused in article [11], of the use of MCDM methods in hybrid MCDM methods, the top
five methods are Analytical Network Process (ANP), DEMANTEL, Analytic Hierarchy Process(AHP),
TOPSIS, and VIKOR.

The DEMATEL methodology has been acknowledged as a proper tool for drawing the
relationships concerning interdependencies and the intensity of interdependence between complex
criteria in an evaluation index system [12,13]. As a powerful tool to describe the effect relationship,
it help evaluate the enablers in solar power developments [11] and evaluate factors which influencing
industries’ electric consumption [14]. The application of DEMATEL contributed to determining the
weight coefficient of the evaluation criteria, and successfully helped identify the suitable locations
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for installation of wind farms. It is the DEMATEL method that helped the investors improve their
decisions when there are many interrelated criteria. Thus, the connection relationship of the climate
and economy criteria that exists in this study is of great need of the application of DEMATEL method.

The commonly used outrank models are TOPSIS, AHP, ANP, preference ranking organization
method for enrichment evaluations(PROMETHE), and ELECTRE, of which ELECTRE methods
are preferred by decision makers in energy planning progress. Among the ELECTRE methods,
ELECTRE III method conveys much more information than the ELECTRE I and ELECTRE II
methods [15]. In the literature [16], economics of investment in the field of PV, an inclusive
decision-making structure using ELECTRE III that would help photo voltaic (PV) system owners,
bureaucrats, and the business communities to decide on PV technologies, financial support systems
and business strategies were featured. ELECTRE III was used to structure a multi-criteria framework
to evaluate the impact of different financial support policies on their attractiveness for domestic PV
system deployment on a multinational level [17]. Due to the compensation problem in information
processing, incomplete utilization of decision information, and information loss, ELECTRE III was
chosen to build a framework for offshore wind farm site selection decision in the intuitionistic fuzzy
environment. These literature studies improve the application of ELECTRE III method in the energy
planning process, and terrify the effectiveness of evaluation in decision making progress [18].

In conclusion, based on the mentioned evolvement, the shopping mall PV plan evaluation result
will be more scientific and reasonable than before.

3. Decision Framework of SMPV Plan Selection

The evaluation criteria are basic to the entire evaluation, so that they are of great importance to the
shopping mall photovoltaic plan selection. In view of the special characteristics of photovoltaic
plan and the shopping malls, six factors were taken into consideration, namely architectural
elements, climate, photovoltaic array, economy, risk, contribution. Table 1 shows six criteria and
twenty-one subcriteria.

Table 1. Analysis of evaluation attributes of shopping centers photovoltaic plan selection.

Criteria Subcriteria Resources

al Roof pitch and orientation [2]
(a) Architectural elements a2 Covering ratio 2]
a3 PV roof space [2]
bl Total investment [19]
b2 Total profit [19]
(b) Economy b3 Annual rate of return [20]
b4 Payback year [20]

cl Annual average solar radiation (kwh/m?/year) [19,21]

(c) Climate c2 Land surface temperature (°C) [19,21]

c3 Annual sunshine utilization hours (h) [19,21]
d1 Suitability of the local solar regime [22]
. d2 PV area [2]

(d) Photovoltaic array d3 PV generation (yearly electricity generation) MWh/year [2,19]
d4 Repair and clean rate [20]
el Increase in local economy and employment [22]

(e) Contribution e2 Publicity effects Own
e3 Environment protection [23]
1 Grid connection risk [19]

(f) Risk 2 Rooftop ownership and occupancy disputes Own
3 Bad climate [22]

4 Government subsidies reduction Own
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3.1. Architectural Elements

Not all the shopping malls are suitable to allocate the photovoltaics, and architectural elements
are the primary intrinsic limitations. Steep roof pitch and wrong orientation will increase the difficulty
of allocation and maintenance. In addition, building obstructions, and vegetation shading part of
the space are not able to allow for the allocation of PV equipment, which can be measured by the
covering ratio estimated by Equation (2). Last but not least, the photovoltaic roof space needed to
be calculated by the Equation (1). Colmenar-Santos, Antonio et al. [15] assessed the photovoltaic
potential in shopping malls by calculating the photovoltaic roof space. We decided to refer to this
research method.

RS PV = RS x (1)

RSpy is PV roof space, RS stand for roof space, « is availability ratio

tan @ tan (as)"

CR=L b) = ;
/(a+b) sin @ tan (a5)”* + sin ¢ tan @ sin (75)"

@

CR is covering ratio. (as)" solar altitude angle (y5)" ¢ solar azimuth angle. The value is at nine
o’clock on the winter solstice in each location.

3.2. Climate

Not all the locations of the shopping malls have the optimal climate for solar power generation.
It is undoubted that the solar resource depends on local climate. Thus, the annual average solar
radiation, land surface temperature, and annual sunshine utilization hours, are the four typical criteria
to judge whether the local solar energy resource is in abundance.

3.3. Photovoltaic Array

It is well known that the performance of photovoltaic arrays will impact the electricity generation
reliability and stability. The dust in the photovoltaic cell panel will reduce the solar energy conversion
efficiency, meanwhile, since the photovoltaic cell panel damage and faults are directly related to the
electricity supply reliability, the repair and clean rate should be pondered. In addition, it is worth
concerning whether the specified type of the photovoltaic panel is absolutely suitable to the local
solar regime. The total PV area affects the electricity generated which is calculated by Equation (3).
PV generation (yearly electricity generation) is estimated by Equation (4).

Apanel = RSpy x CR 3)

E=H X Apanel X € X K 4)

H is the total yearly solar irradiation. Apape is the total area of PV panel. € is the efficiency of the
panel. x is the comprehensive facility performance efficiency, which is 0.8 [19], and 0.28 is the empirical
conversion coefficient of the PV module area to the horizontal area.

3.4. Economy

It is beyond doubt that the economy of the shopping mall photovoltaic plans ought to be taken
into account by the decision makers. There are plenty of studies to assess the financial aspects of
the photovoltaic projects. Indrajit Das et al. [23] presented an investor-oriented planning model for
optimum selection of solar PV investment decisions. Rodrigues Sandy et al. [24] conducted economic
analysis of photovoltaic systems under China’s new regulation. The economic assessment methods
there are so suitable and scientific that they are worth referring to in this paper. The significant
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economic attributes we considered are pay pack period, total investment, total profit, and annual rate
of return, which are calculated by Equations (5)-(7).

Ppanel )

panel

I =C X Apanel ¥

I is the total investment, C is the average cost of building per W roof PV projects. ppanel is the
max power pin (W) under STC situation of the solar panel, dpane is the area of per photovoltaic panels.

B=PpXxtic+Psxts—1xtc—0OXte (6)

B is the total profit, P is the electricity price buying from the power supply company, Ps is the
electricity price subsidy, ;¢ is the time of PV projects life cycle, ¢ is the time subsidy lasting, O is the
cost for operation and maintenance.

B
ROI = 7
I x trc ( )

ROI is the annual rate of return. |
TPB:PE+P5—I—O ®

Tpp is the pay pack year.

3.5. Contribution

Although the environmental and social contributions the SMPV projects made may not be
calculated explicitly as economic profit, there is no denying that these benefits result in increase in local
economy and employment, and environment protection and publicity effects are worth the focus of
attention. Particularly, the shopping mall holds a great number of visitors. On the one hand, it obtains,
easily, the brand advertisement and promotion when PV equipment of a particular company occupies
the rooftop of a large commercial building. On the other hand, it is effective to raise the level of
awareness of the citizen towards renewable energy and sustainable efforts.

3.6. Risk

Expect that for the above attributes, the risk faced cannot be neglected. First of all, the government
subsides policy is likely to change, and the impartiality, sufficiency, stability, and constancy of the
subsidy is unable to be ensured. Secondly, the generating capacity is influenced by the climate heavily,
so the profits will reduce when facing consecutive rainy days. Thirdly, the rooftop usage needs the
allowance from all the owners, however, the rooftop ownership and occupancy disputes are a very
common risk. Last but not least, the connected photovoltaic grid is unable to bring any benefits to the
grid enterprise because of the intermittent power output. Thus, how long the support to photovoltaic
grid connected from the grid enterprise can exist is uncertain.

Allin all, the SCPV plan alternatives ought to be appraised from architectural elements, climate,
photovoltaic array performance, economy, risk, contribution attributes. The unique custom-made
framework of criteria and subcriteria is set up in view of the actual SMPV plans and national conditions.

4. Research Methodology

A decision framework of SMPV selection has been proposed in this section, and there are
four phases in this framework, as shown in Figure 2. The research framework is described in the
following subsections.
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Figure 2. The flowchart of the research methodology. DEMATEL: decision-making trial and
evaluation laboratory.

4.1. Preliminary Knowledge in the Neutrosophic Set Environment

Due to the existence of many uncertainties in real decision-making problems, such as
indeterminate and inconsistent, the neutrosophic set (NS) is used in the MCDM method, and definition
of NS is introduced in this section.

Definition 1 [25]. Let X be a space of objects with a generic element in X denoted by x. A NS A in X is
defined using three functions: truth-membership function T (x), indeterminacy-membership function 14 (x)
and falsity-membership function F4(x). These functions are real standard or nonstandard subsets of |0~, 17,
that is, Ta(x) : X —]07,11[, In(x) : X =0, 17 [ and Fa(x) : X —]0~,1"[. And that the sum of T4(x),
I4(x) and F4(x) satisfies the condition 0~ < supTa(x) + supla(x) + supFa(x) <37,

Since the non-standard unit interval ]0~, 17 [ is hard to apply in practice, and the degree of truth,
falsity, and indeterminacy about a certain statement could not be described precisely in the practical
evaluation, the interval-valued neutrosophic set (IVNNS) of standard intervals has been proposed
by Wang [26], and a few definitions and operations of IVNNS are introduced in the GPP technology
selection MCDM problem.
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Definition 2 [26]. Let X be a space of objects with a generic element in X denoted by x. An IVNNS A can be
defined as

A= {{x,Ta(x),14(x), Fa(x)) : x € X} )

where Ta(x) : X — [0,1], Ia(x) : X — [0,1], Fa(x) : X — [0,1]. For each element x in X, these functions
can be expressed as Ta(x) = [infT4(x),supTa(x)] € [0,1], In(x) = [infla(x),supla(x)] C [0,1], Fa(x) =
[infFa(x),supFa(x)] € [0,1) and 0 < supTa(x) + supla(x) + supFa(x) < 3,x € X. For convenience,
the interval-valued neutrosophic number (IVNN) can be expressed as d = <[TEL, Tuy}, [I»a@, Iay], [FEL, Fﬁu] )
and L, U represent the inferiors and superiors of [IVNN respectively.

i 5 L U L qu L U B — L U L ju L pu
Definition 3 [10]. Let & = ([T, T4, [1L, 1], [FL, F4]) and b = ([TL, T4, [1t, 14], [FL, B ] ) be two
IVNNs, and A is a real number for not less than 0. Which operational rules can be expressed as follows

ieb= <[T§ + T~ TETE, T 4 TV — Tﬁu.Tﬂ, [I;IEL, IEUJEU], [F;FEL,F;’.PgD (10)

a

iQb= <[T[~IL-TEL,TH~“~TF”], [IELJrIEL —Idb U Y — Lu@'-Lbé’], [F; +FL— FLFL EY 4 FY 7FE”-F;“]> (11)
~ A A A A A A
aa=([1-a-1hh - -1, [0, ], [ED ED) (12)

= ([ @y oo - i-a-hi-a-EYY) a3

The original data of selection of SPPV are collected and processed in this phase. The alternative
plans of the GPP project are evaluated by the experts, firstly according to the local technical condition
data and practical experience. Then, the decision matrices are expressed in the form of IVNNs,
which can handle incomplete and indeterminate information. Finally, a comprehensive decision
matrix is formed based on interval-valued neutrosophic number weighted geometric operator
(IVNNWG) operator. Let A; denote the technology alternatives (i = 1,2, - - - m), and C; denote the
criteria (j = 1,2, - - - n). It is assumed that Ef} can be used to represent the evaluation value of attribute
of alternative from every expert Ex(k =1,2,---h).

Definition 4 [27]. Let Ak = (ak be the IVNN-decision matrix of the k-th DM, k = 1,2,---h,
1y
mxn

1

and @, = < {Tﬁ% Tﬁ‘,{] } {Ia%k/ , Iﬁ‘f(, } {F;k] F;é } > An IVNNWG operator is a mapping: IVNN" — [VNN,
such that

k=h @
IVNNWG, (@, a) = T (a%)™
1
k=h @k k=h Wi k=h Wi k=h Wy k=h Wi k=h wi
() ) bR ) o) e ) ) )
k=1 \ % k=1\ % k=1 “ij k=1 “ij k=1 “ij k=1 %ij

where w = (w1, wy, - -+, wh)T represents the weight vector of DMs, satisfying ELlaJk =1, wr €10,1].

(14)

4.2. Phase I Identification of Alternative SMPV Plans

At this stage, a group of experts consisting of several doctorate engineers will be constituted by
the investor. All the experts possess abundant working experience in solar energy investment field,
and are specialized in solar photovoltaic and power grid technologies.

More than twenty famous influential large-scale shopping malls located in those cities with both
abundant sunshine and general policy subsidies need to be collected, and based on that information,
less than ten alternative plans roughly screened out, based on the plentitude of documents and
investigation. After that, the investigation will be carried out by the experts group, and involve
meeting the Development and Reform Commission, the Meteorological Bureau, and the local power
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supply companies, in order to gather information about solar resources, city planning and construction,
local solar subsidy policies, distributed solar power planning, economic assessment, and approved
shopping mall rooftops for construction. Lastly, there will be less than five of the most potential
alternative places presented for the next evaluation.

4.3. Phase II Determination of the Weights of Criteria Based on DEMATEL Method

The importance of the criteria on GPP technology selection is different, so the DEMATEL method
is used to decide the weight of criteria in this phase. The direct and indirect causal relations among
criteria are considered in the DEMATEL method, and the subjective judgment of DMs is also considered.
The steps of determining the weights based on the DEMATEL method are shown as follows [28]:

Step 1. Determine the influence factors in the system

The influence factors of GPP technology selection system are determined based on expert opinions
and literature reviews, which is called the criteria, as shown in Table 1.

Step 2. Construct the direct-relation matrix among the criteria

The direct-relation matrix X = (x4) 1 p 18 constructed in stages, where x,, is used to represent
the degree of direct influence of pth criterion on gth criterion which is evaluated by the experts, and n
is the number of criteria.

Step 3. Normalize the direct-relation matrix

The direct-relation matrix X = (xp4),., is normalized into Y = (y,),,,- A normalization
factor [29] s is applied in the normalized calculation, and the normalized direct-relation matrix Y is
calculated by using Equations (1) and (2).

Y =sX (15)

— : 1 1
§ = Min (Maxlspin (23:1 xrq) ! Maxq<g<n ():Zzl xﬂq) ) (16)

Step 4. Calculate the comprehensive-relation matrix.

The comprehensive-relation matrix T is obtained by using Equation (3).
T=Y Y '=y1-Y)" (17)
A=1

where T = (tyq) .., P-4 = 1,2, - -1, and t,; is used to represent the degree of total influence of pth
criterion on gth criterion. I represents for the identity matrix.

Step 5. Determine the influence relation among criteria

The influence degree and influenced degree of the criteria is determined after obtaining the
comprehensive-relation matrix T. The sum of the row and column values of matrix T can be obtained
by the Equations (4) and (5). The sum of row values of T, denoted by D, which represents the overall
influence of a given criterion on other criteria. The sum of column values of T, denoted by R, which
implies the overall influence of other criteria on a given criterion.

D = (dp),xq = Lger tra (18)

n
R= (r’i)lxn = Ep:l tW (19)
The causal diagram is obtained based on the D + R and D — R values. The D + R value indicates

the importance of indicator in the SMPV plan selection system, the greater the D + R value, the more
important the corresponding indicator is. On the other hand, the D — R value indicates the influence
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between a certain indicator and the other indicators, which can be separated into cause and effect
groups. The indicator, which has positive values of D — R, belongs to the cause group, and dispatches
effects to the other indicators. Otherwise, the indicator, which has negative values of D — R, belongs to
the effect group, and receives effects to the other indicators.

Step 6. Determine the weight of criteria

The criteria are represented by j, and satisfying j = 1,---p,---q, - - - n, then the weights of criteria
are determined based on the following Equations (6) and (7) [30].

1/2
wj/ = [(d] + rj)z + (dj — T’j)z] (20)
‘(Ujl

= 21
T ) 1)

ZUj =
where w;’ denotes the relative importance of the indicators, and w; denotes the weights of the indicators
in SMPV technology selection.

4.4. Phase I1I Calculation IVNNs Performance Score

ELECTRE is a family of methods used for choosing, sorting and ranking, multi-criteria problems.
ELECTRE III was developed by Roy in 1978m, which is valued outranking relation.

A ={ayay,...,a,} is the finite set of alternatives, Y = {y1, 12, ..., yn} is the finite set of criteria,
yj(a) represents the performance of alternative a on criterion y; € Y. Assume that all the criteria
are of the gain type, which means the greater the value, the better. g; is the indifference threshold,
which represents two alternatives in terms of their evaluations on criterion y;. In general, g; is a
function of attribute value g;(a;), which can be denoted as q;(y;(a;)); p;(y;(a;)) is preference threshold,
which indicates that there is a clear strict preference of one alternative over the other in terms of their
evaluations on criterion y;. In addition, v;(y;(a;)) is a veto threshold that indicates that the attribute
value y;(a;) of scheme a; is lower than the attribute value y;(a;) of scheme a, and when it reaches or
exceeds v;(y;(a;)), it is not recognized that the a; is preferred to the a;. y;(a;) — y;(ax) which indicates
the situation of preference of a; over ay. for criterion C;. A weight w; expresses the relative importance
of criterion Yyj,as it can be interpreted as the voting power of each criterion to the outranking relation.

Where y;(a;) and yj(a;) are expressed in the form of IVNNs in the paper, that is,
yy(ar) = ([E 7], [1F, 1], [FE,EY]), yy(ay) = ([TE T4, [, 141, [EL, F4). In the caleulation of
Equation (8), let

yj(ai) = (Tf + TH) = (1F + 1) — (FF + FY) (22)
yilae) = (T¢ + T = (F + 1) = (B + B) (23)

and so
yj(ai) = yjlae) = (TF+ T = Tg = T + (I + I = I = ) + (FF + B = R — R (24)

5,‘%(1' S 93)
Tj= 13 A (i € fc,amin £ 0)
Ai(1 = k) (i € bc,afin £ 0)

aii .
€ e (i €6p)
[
lj=q i (i € 6c,am™ # 0)and

ij

1i(1— gmax) (i € Oc,af™ #0)

u_ L_ L
5 Fi]'LflngfIIZI
1
" Fy =1-T; — I

(25)
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The J, A refer to the certainty parameters of the benefit criteria and cost criteria, respectively [23],
while the ¢, i stand for the uncertainty parameters of the benefit criteria and cost criteria respectively,
and they obey rule 0 < d; +¢; < 1,0 < A; +p; < 1.

4.5. Phase IV Calculation of Outranking Relation of IVNNs Based on Extended ELECTRE-III

Step 1. Define the concordance index

The concordance index c¢(a;, ax) that measures the strength of the coalition of criteria the support
the hypothesis “is at least as good as”, c(a;, ax) is computed for each ordered pair a;, a; € A as follows:

clas,ar) = Y wici(ai,ar)/ ) w (26)
= iz

and the partial concordance index c(a;, a;) is defined as

0 (yj(ai) — yj(ax) < q;lyj(ai)])
ci(ajap) =3 1 (vj(ai) —yj(ax) < q;ly(a;)]) 7)
yj(a:)—yj(ar) —q;ly;(ai)] (others)
pilyi(ai)]—aq;ly;(a;)]

Step 2. Define the discordance index
The discordance index d;(a;, ai) is defined as follows:

0 (yj(ax) —yj(a;) < —q;ly;(ai)])

di(a;,a) = { 1 (vj(ax) —yj(a;i) > vjly;(a;)]) (28)
yilap)—y;(a;)+q;ly;(a;)] (others)
v;ly;(a;)]+q;ly;(a;)]

Step 3. Define the degree of credibility of the outranking relation

The overall concordance and partial discordance indices are combined to obtain a valued
outranking relation with credibility s(a;, ax) € [0,1] defined by:

clajap) TI % (others) (29)
j€I(aja;) '

{ c(a;, ax) (Vj,dj(ai, ax) < c(a;, ax))
s(ai,ﬂk) =

where j(a;, ay) is the set of criteria for which d;(a;, ax) > c(a;, a).
Step 4. Define the ranking of the alternatives

Y.s(a; > ax) means the sum degree of credibility that alternative 4; outranks all the other
alternatives, and Y s(aj > a;) means the sum degree of credibility that all the other alternatives
outrank alternative ;. Thus, AS(a;) represents the ranking of the alternative a;, and the higher the
AS(a;) value is, the more superior the outranking order is.

AS(a;) =Y s(aj = ar) =Y s(ax = a;) (k=1,2...n) (30)

5. A Real Case Study

A Chinese renewable energy investment company wants to build a shopping center rooftop
photovoltaic power project. In order to seek the optimal shopping mall for rooftop photovoltaic power
plants, furthermore, one must judge the weight and the influence network of the criteria. A group
of experts consisting of three doctorate engineers (referred to as E1, E2, E3) was constituted by the
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company. All three experts possess more than 15 years’ working experience in solar energy investment
field, and are specialized in solar photovoltaic and power grid technologies. The collaboration of
the all the experts was needed, thus, a pseudo-delphi method was applied in which each expert has
no interaction.

Considering the development target and the investment capacity of the company, the famous
influential large-scale shopping malls located in those cities, with both abundant sunshine and
general policy subsidies, have been roughly screened out based on the plentitude of documents
and investigation. The investigation involved several potential shopping malls located in Beijing,
Shanghai, Guangzhou, Chengdu, Hangzhou, and Nanjing. The experts group met the Development
and Reform Commission, the Meteorological Bureau, and the local power supply companies, in order
to gather information about solar resources, city planning and construction, local solar subsidy policies,
distributed solar power planning, economic assessment, and approved shopping mall rooftops for
construction. There are four potential shopping malls picked out after the first filter, and they are the
Golden Resources shopping mall in Beijing, Super Brand Mall in Shanghai, Deji Plaza in Nanjing,
Jiangsu province, The Mixc shopping mall in Shenzhen, Guangdong province (hereafter referred to as
X1, X2, X3, X4), as shown in Figure 3.

The alternative shopping malls geography distribution

-
S f oy
Bl Golden Resources Shopping Mall
Super Brand Mall
Deji Plaza

B The Mixe Shopping Mall

Figure 3. The alternative shopping malls geography distribution.

Firstly, based on the evaluation criteria, the influence of each criteria to the other one criteria
was accessed by the experts. Then, the three experts discussed with each other and obtained a
consensus about the influence of each criteria, as shown in Table 2. According to the DEMANTEL
method, the weight of criteria and subcriteria was calculated based on Equations (15)-(21), and shown
in Table 2. For the intuitive and simple understanding and analysis of the criteria and subcriteria,
Figures 4 and 5 were drawn. As shown in Figure 4, the horizontal axis represents the importance of
a criteria, while the vertical axis indicates the influence between the criteria, and the arrow is from
the sender of this influence to the receiver. As we can see, the (b) economy (0.286) obtained the most
importance, but was vulnerable to other criteria. The (a) architectural element and (c) climate (0.88)
seemed not particularly important, however, they had significant direct impacts to the other four
criteria. The (f) risk (0.188), (d) photovoltaic array (0.162), and (e) contribution (0.151) were considered
of medium importance, and among them, (f) and (d) had more of an impact, while (e) received more

114



Symmetry 2018, 10, 150

impact. Horizontal histogram clearly and intuitively shows the weight of each subcriteria in Figure 5.
It is obvious that the (b1) Total investment, (b2) Total profit, and (b3). Annual rate of return acquired the
highest weight, in addition to the (f4) Government subsidies reduction, (e2) Publicity effects and (d2).
PV area was considered to be less but also very important. Therefore, it can be imagined that the SMPV
plan alternatives which obtained high scores in these criteria are more likely to win the competition.

Government subsidies reduction

Rooftop Ownership and occupancy disputes
Environment protectin

Increase in local economy and employment
PV generation

Suitability of the local solar regime

Land surface temperature

II o

o
o &
&
o2
o
(3]
~

Pay back year 88;21
Total profit 0.075
0.064

PV roof space
Roof pitch and orientation

aaabbbbcccddddeeeffff
123123412312341231234

Figure 4. The weights of subcriteria.

2 D-R (c) Climate (0.125)
15 (a)Architect
1 elements (f) Risk

(0.088) (0.188)
0'(5) Photowqltaic D+R

05 1 2 3 4 ° . 7
1 .

15
-2

25 . 286)
3 ;
-35

Figure 5. Influential network relationship map within systems.

Secondly, there are two types of criteria, one is quantitative, and the other is qualitative. On one
hand, for the quantitative subcriteria, searching from the NASA atmospheric science data center,
the data for c1, c2, c3 were obtained. Through using the Google earth map, the roof space data
were obtained. Then, according to Equations (1)—(8), the data for a3, b1-b4, d2, d3 were estimated.
Because the Equations (1)—(8) are just for rough estimate, these data were not highly accurate.
Considering the uncertainty and fuzziness of the data, Equation (25) was used to turn the numerical
value into an IVNN value. The performance scores of the quantitative subcriteria are shown in Table 3.
On the other hand, for the qualitative subcriteria, the experts group devoted their efforts to investigate
the alternative plans and evaluate the performance score for the subcriteria al, a2, d1, d4, el—e3, f1-f4.
The performance scores of the qualitative subcriteria were shown in Table 4. In addition, the subcriteria
were divided into positive and negative. The score of positive criteria higher and negative criteria
lower means the alternative better. In this paper, subcriteria b1, d4, f1, £3, f4 are negative and the others
are positive.
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Thirdly, based on the weight of the sub-criteria and the IVNN scores of each alternative on each
subcriteria, the final composite scores were calculated by improved ELECTRIC III method. After being
told that g; is the indifference threshold, p; is the preference threshold and v; is the veto threshold,
the experts group suggested that ) s(a;, a;) — Y_s(ax,a;) (k =1,2...n), respectively. The concordance
index ¢(X;, X;) and the partial concordance index ¢j(X;, Xi) were calculated by Equations (26) and (27),
as shown in Table 5. The discordance index d]‘(X,‘, X)) was achieved by Equation (28), as shown in
Table 6. Then, overall concordance and partial discordance indices was obtained by Equation (29)
as shown in Table 7. Finally, the degree of credibility of the outranking relation was calculated by
Equation (30), and the rankings of alternative X1, X2, X3, X4 was shown in Table 8.

From Table 8, the SMPV plan X1 of the Golden Resources shopping mall in Beijing is the optimal
selection. The alternative X1 is particularly superior to other alternative plans in terms of the economy,
photovoltaic array, and contribution criteria, while these three criteria weighed more than a half of the
entire criteria weights, so there is no doubt that plan X1 obtained the best position. However, plan X1
performs badly in the risk and architectural elements criteria. Respectively, Plan X2 have strength on
the economy, but are weak on photovoltaic criteria. Yet, plan X2 is much better than plan X3 and X4,
so that it can be the stand-by choice.

Table 5. The concordance index and the partial concordance index for each pair of SMPV plans.

al a2 a3 b1 b2 b3 b4 cl 2 3 di1

¢(X1>X2) 000 000 100 000 100 062 043 024 0.00 046 083
¢(X1>X3) 005 000 100 036 000 092 074 020 0.00 050 061
¢(X1>X4) 000 000 100 000 093 068 074 019 0.00 041 045
cX2>X1) 026 08 000 070 000 000 0.00 000 041 0.00 0.00
c«X2>X2) 034 010 011 1.00 0.00 026 028 000 019 0.01 0.00
c(X2>X3) 000 0.00 000 047 000 002 028 000 0.00 0.00 0.00
c(X3>X1) 000 072 000 000 000 000 0.0 000 020 0.00 0.00
¢(X3>X2) 000 0.00 000 000 100 000 0.0 001 0.00 000 0.19
¢(X3>X4) 000 000 000 000 093 000 0.0 000 0.00 0.00 0.00
c(X4>X1) 044 099 000 019 000 000 0.00 000 092 0.00 0.00
c(X4>X2) 015 011 022 000 030 000 0.0 002 048 002 035
c(X4>X3) 052 024 037 059 000 021 0.00 000 069 005 013

d2 d3 d4 el e2 e3 f1 f2 3 f4 C

¢X1>X2) 091 1.00 000 074 000 012 0.00 003 0.00 0.00 0.38
¢(X1>X3) 100 1.00 000 078 000 046 0.02 035 0.00 0.00 040
c(X1>X4) 037 055 000 014 000 054 0.00 000 0.00 000 032
¢(X2>X1) 000 0.00 044 000 032 000 026 000 070 021 0.18
c(X2>X2) 028 023 000 001 000 030 032 029 0.00 000 0.19
c(X2>X3) 000 000 024 000 000 038 0.06 000 053 000 011
¢(X3>X1) 000 0.00 08 000 066 000 0.00 000 081 100 0.19
¢(X3>X2) 000 0.00 037 000 030 000 0.00 000 0.08 081 0.16
c(X3>X4) 000 000 065 000 000 005 0.00 000 065 000 013
c¢(X4>X1) 000 000 017 000 072 000 017 022 013 100 0.20

c(X4>X2) 051 049 000 056 037 000 0.00 028 0.00 078 021
c(X4>X3) 08 075 000 061 003 000 022 060 0.00 000 025
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Table 6. The discordance index for each pair of SMPV plans.

dXi > Xj) al a2 a3 b1 b2 b3 b4 cl 2 3 d1
d(X1>X2) 000 000 100 000 091 047 034 021 000 036 0.61
d(X1>X3) 008 000 100 030 002 068 056 019 000 039 046
d(X1>X4) 0.00 000 088 000 068 051 056 017 000 033 035
dX2>X1) 022 063 000 052 000 000 000 000 033 000 0.00
dX2>X2) 028 011 012 080 0.00 023 024 000 017 005 0.00
d(X2>X3) 0.00 000 000 037 000 006 024 000 000 000 0.00
d(X3>X1) 0.00 054 000 000 002 000 000 000 018 0.00 0.00
d(X3>X2) 000 000 000 000 091 0.00 000 005 000 000 0.17
d(X3>X4) 000 000 000 0.00 068 0.00 002 001 000 000 0.00
d(X4>X1) 035 072 000 018 000 0.00 000 000 068 000 0.00
d(X4>X2) 015 012 020 0.00 025 0.0 000 006 037 006 0.29
d(X4>X3) 041 021 030 045 0.00 019 002 003 052 008 013
dXi > Xj)  d2 d3 d4 el e2 e3 f1 2 3 f4
d(X1>X2) 067 078 000 055 000 013 000 0.06 0.00 0.00
d(X1>X3) 089 096 000 058 000 036 006 029 0.00 0.00
d(X1>X4) 030 043 000 014 000 041 000 0.00 0.00 0.00
d(X2>X1) 000 000 035 000 027 0.00 023 0.00 052 0.19
dX2>X2) 024 020 000 005 000 025 026 025 0.00 0.00
d(X2>X3) 0.00 000 021 000 0.00 031 009 000 041 0.00
d(X3>X1) 0.0 000 063 000 050 000 000 000 060 077
d(X3>X2) 0.00 000 030 000 025 000 000 000 010 0.60
d(X3>X4) 000 000 049 0.00 000 0.08 000 0.00 049 0.05
d(X4>X1) 000 000 016 000 054 0.00 016 019 013 075
d(X4>X2) 039 038 000 043 030 0.00 000 024 000 0.58
d(X4>X3) 061 056 000 046 007 0.00 020 046 0.00 0.00

Table 7. The overall concordance and partial discordance indices for each pair of SMPV plans.

s(Xi > Xj) al a2 a3 b1 b2 b3 b4 cl 2 c3 d1
s(X1>X2) 162 167 000 167 015 088 110 132 167 107 0.64
s(X1 >X3) 154 167 000 118 163 054 074 136 167 102 090
s(X1>X4) 148 148 018 148 047 073 066 122 148 1.00 0.96
s(X2>X1) 095 045 122 058 122 122 122 122 082 122 122
s(X2>X2) 088 109 108 025 123 095 094 123 102 117 123
s(X2>X3) 112 112 112 070 112 1.05 08 112 112 112 112
s(X3>X1) 123 057 123 123 120 123 123 123 101 123 123
s(Xx3>Xx2) 119 119 119 119 010 119 119 113 119 119 098
s(X3>X4) 114 114 114 114 036 114 112 113 114 114 114
s(X4>X1) 082 034 125 103 125 125 125 125 040 125 125
s(X4>X2) 109 112 102 127 095 127 127 120 080 120 091
s(X4>X3) 079 106 094 073 133 1.08 130 129 064 122 116
s(Xi > Xj) d2 d3 d4 el e2 e3 f1 f2 3 f4 s

s(X1>X2) 055 036 167 075 167 145 167 156 167 167 038
s(X1 >X3) 019 006 167 069 167 107 157 119 167 167 040
s(X1 >X4) 1.04 08 148 127 148 087 148 148 148 148 032
s(X2>X1) 122 122 079 122 089 122 094 122 058 098 0.18
s(X2>X2) 094 098 123 116 123 092 091 093 123 123 0.19
s(X2>X3) 112 112 088 112 112 078 102 112 066 112 0.11
s(X3>X1) 123 123 046 123 062 123 123 123 049 028 0.19
s(X3>X2) 119 119 083 119 089 119 119 119 107 047 0.16
s(X3>X4) 114 114 058 114 114 106 114 114 058 1.09 0.13
s(X4>X1) 125 125 1.05 125 058 125 105 1.01 1.08 032 020
s(X4>X2) 077 079 127 072 089 127 127 097 127 054 021
s(X4>X3) 052 059 133 071 124 133 107 072 133 133 025
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Table 8. Final composite scores and rankings of alternative SMPV plans.

Xi Y. s(a; > ag) Y s(ag > a;) AS(a;)
X1 0.73 0.29 0.44
X2 0.47 0.37 0.1
X3 032 0.39 —0.07
X4 0.56 1.02 —0.47

The ranking order using ELECTRI III is X1 > X2 > X3 > X4. In order to check the validity of the
results, TOPSIS and VIKOR methods were used to reorder the alternative SMPV plans as shown in
Table 9. The result obtained by TOPSIS method is X1 > X4 > X3 > X2, while the result achieved by
VIKOR method is X1 > X4 > X3 > X2. from these three rankings, alternative plan X1 is the optimal
selection, no matter what method was used. That is to say, the alternative X1 is much better than
the remaining alternatives, and there is no doubt in choosing X1 first. However, the rankings for X2,
X3, and X4 are different between these three methods. There is the veto threshold, which indicates
when the value of alternative Xi is lower than the value of alternative Xj, and the lower value exceeds
the veto threshold, and it is not recognized that Xi is preferred to the Xj in general. However, it is
the other term in TOPSIS method and VIKOR method, and some really bad performance in a certain
criterion can be tolerated and remedied by other good performances in other criteria. In that case,
an alternative with some fatal defect in a certain criterion of an alternative may be neglected, which
leads to an unsatisfactory selection. When an alternative is vetoed better than the other alternative in
ELECTRE III, it can still come out in front in the TOPSIS and VIKOR methods. That why the X2, X3,
X4 ranked differently in TOPSIS and VIKOR methods.

Table 9. The rankings of SMPV plans using TOPSIS and VIKOR.

Method TOPSIS VIKOR
y+ y— C Rankings s r Q Rankings
X1 0.62 143 0.70 1 —257 012 0.00 1
X2 1.17 0.47 0.29 4 1.88 118 0.922 4
X3 1.35 0.71 0.35 3 -174 106 0526 2
X4 0.76 0.74 0.49 2 2.74 1.01 0919 3

6. Conclusions

The selection of SMPV plan is crucial to the entire life of SMPV project. Although there has been
some research on this issue, several questions still need addressing. Firstly, the interaction of the criteria
lay in the evaluation criteria. Secondly, the loss of evaluation information exited in the information
conversion process. Thirdly, the compensation problem between best and worst performance in
diverse criteria was not easily to avoided.

In this paper, an integrated MCDM framework was proposed to address the SMPV plan selection
problem. First of all, the compositive evaluation index was constructed, and the application of
DEMATEL method helped analyze the internal influence and connection behind each criterion.
From the influential network-relationship map, we discovered that the criteria (b) economy obtained
the most importance but was vulnerable to other criteria as well as the (a) architectural element and (c)
climate had significant direct impacts to the other four criteria. These three criteria should be the first for
the decision maker to consider when selecting the SMPV plan. Then, the interval-valued neutrosophic
set is utilized to express the imperfect knowledge of experts group. Since the application of IVNNS,
the experts can clearly express their evaluation information, including their certainty, uncertainty,
as well as hesitation attitude. Following this, an extended ELECTRE III method as an outstanding
outranking method was applied, and it succeed in avoiding the compensation problem and obtaining
the scientific result. In the case of China, the integrated method has been successfully applied to select
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the SMPV plan X1 as the optimal selection which is particularly superior to other alternative plans in
terms of the economy, photovoltaic array, and contribution criteria. Also, the integrated method used
maintained symmetry in the solar PV investment. Last but not least, a comparative analysis using
TOPSIS method and VIKOR method was carried out, and alternative plan X1 ranks first at the same.
The outcome certified the correctness and rationality of the results obtained from this paper.

Therefore, this study has not only served to evaluate the SMPV plans, it has also demonstrated
how it is possible to combine IVNNS, DEMATEL method, and ELECTRE III method for application in
handling MCDM problems in the field of solar energy.
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Abstract: Based on the multiplicity evaluation in some real situations, this paper firstly introduces a
single-valued neutrosophic multiset (SVNM) as a subclass of neutrosophic multiset (NM) to express
the multiplicity information and the operational relations of SVNMs. Then, a cosine measure between
SVNMs and weighted cosine measure between SVNMs are presented to measure the cosine degree
between SVNMs, and their properties are investigated. Based on the weighted cosine measure of
SVNMs, a multiple attribute decision-making method under a SVNM environment is proposed,
in which the evaluated values of alternatives are taken in the form of SVNMs. The ranking order of
all alternatives and the best one can be determined by the weighted cosine measure between every
alternative and the ideal alternative. Finally, an actual application on the selecting problem illustrates
the effectiveness and application of the proposed method.

Keywords: single valued neutrosophic set (SVNS); neutrosophic multiset (NM); single valued
neutrosophic multiset (SVNM); cosine measure; multiple attribute decision-making

1. Introduction

In 1965, Zadeh [1] proposed the theory of fuzzy sets (FS), in which every fuzzy element
is expressed by the membership degree T(x) belonging to the scope of [0, 1]. While the fuzzy
membership degree of T(x) is difficult to be determined, or cannot be expressed by an exact real
number, the practicability of FS is limited. In order to avoid the above situation, Turksen [2] extended a
single-value membership to an interval-valued membership. Generally, when the membership degree
T(x) is determined, the non-membership degree can be calculated by 1 — T(x). Considering the
role of the non-membership degree, Atanassov [3] put forw