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Summary of Conference Arrangements 

The First International Conference on Smarandache Notions in Number Theory was held in 
Craiova , Romania, 21- 22 August 1997. The Organizing Committee had spared no effort in 
preparing programme, lodging and conference facilities. The Conference was opened by the la 
te professor Constantin Dumitrescu1

, chairman of the Organizing Committee and the initiator 
of the conference and a leading personality in Number Theory research. He welcomed all 
participants. Unfortunately professor Dumitrescu's state of health did not pennit him to 
actively lead the conference, although he delivered his first paper later in the day and was 
present during most sessions. He requested the author of these lines to chair the first day of the 
conference, a task for which I was elected to continue for the rest of the conference. 

In view of the above it is appropriate that I express mine and the other participants gratitude to 
the organizers and in particular to the Dumitrescu family who assisted throughout with social 
and arrangements and the facilities required for the smooth running of the conference. I would 
like to pay special tribute to professor Dumitrescu' s son Antoniu Dumitrescu who presented his 
father's second paper on his behalf. 

Unfortunately not all those who intended to participate in the conference were able to come. 
Their contributions which were submitted in advance have been gratefully received and are 
included in these proceedings. A list of participants is found on page ..... 

A pre-conference session was held with professor V. Seleacu the day before the conference. 
This was held in french with Mrs Dumitrescu as interpreter. Prof. Seleacu showed some 
interesting work being conducted by the research group at Craiova University. Mrs Dumitrescu 
also acted actively during the conference to bridge language difficulties. 

Special thanks were expressed at the conference to Dr. F. Luca, USA, who helped during 
sessions when translation from the romanian language to english was needed. In this context 
thanks are also due to my wife Anne-Marie Rochard-Ibstedt who made my participation 
possible by helping me drive from Sweden to Paris and then across Europe to Craiova. She was 
also active during the conference in taking photos and distributing documents. 

Although united through the intemationallanguage of Mathematics it was not always possible 
to penetrate presentations in such detail that extended discussions could take place after each 
session. Informal contacts between participants proved important and opportunities for this was 

given during breaks and joint dinners. 

In the concluding remarks the chairman thanked the organizers and in particular professor 
Dwnitrescu for having very successfully organized this conference. It was noted that the 
presentations were not made as an end in itself but as sources for further thought and research 
in this particular area of Number Theory, n.b. the very large number of open problems and 
notions formulated by Florentin Smarandache. The hope was expressed that the conference had 
linked together researchers for continuing exchange of views with our modem means of 
communication such as electronic mail and high speed personal computers. 

Professor Dumitrescu thanked the chairman for his work. 

Paris 26 March 1998. 

1 1949-1997, Obituary in Vol. 8 of the Smarandache Notions Journal. 



On Smarandache's Periodic Sequences 

Heruy Ibstedt 
Preamble: 

Ladies and gentlemen, 

It is for me a great honour and a great pleasure to be here at this conference to present some 
of the thoughts I have given to a few of the ideas and research suggestions given by Florentin 
Smarand.ache. In both of my presentations we will look at some integer sequences defined by 
Smarandache. As part of my work on this I have prepared an inventory of Smarandache sequences, 
which is probably not complete, but nevertheless it contains 133 sequences. I welcome contributions to 
complete this inventory, in which an attempt is also made to classify the sequences according to 
certain main types. 

Before giving my :first presentation I would like to say a few words about what eventually 
brought me here. 

When I was young my interest in Mathematics began when I saw the beauty of Euclidean 
geometry - the rigor of a mathematical structure built on a few axioms which seemed the only ones 
that could exist. That was long before I heard of the Russian mathematician Lobachevsky and 
hyperbolic geometry. But my facination for Mathematics and numbers was awoken and who can 
dispute the incredlble beauty of a formula like 

and many others. But there was also the distwbing fact that many important truths can not be 
expressed in closed formulas and that more often than not we have to resort to approximations and 
descriptions. For a long time I was fascinated by classical mechanics. Newton's laws provided an ideal 
framework for a great number of interesting problems. But Einstein's theory of relativity and 
Heisenberg's uncertainty relation put a stop to living and thinking in such a narrow world. Eventually 
I ended up doing computer applications in Atomic Physics. But also my geographical world became 
too narrow and I started working in developing countries in Africa, the far East and the Caribbean, far 
away from computers, libraries and contact with current research. This is when I returned to numbers 
and Number Theory. In 1979, when micro computers had just started making an impact, I bought one 
and brought it with me to the depths of Africa. Since then Computer Analysis in Number Theory has 
remained my major intellectual interest and stimulant 

With these words I would now like to proceed to the subject of this session. 
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On Smarandache's Periodic Sequences 

Henry Ibstedt 

Abstract: 
This paper is based on an article in Mathematical Spectru.m, VoL 29, No 1. It concerns what happens 
when an operation applied to an n-digit integer results in an n digit integer. Since the number of n­
digit integers is finite a repetition must occur after applying the operation a finite number of times. It 
was assumed in the above article that this would lead to a periodic sequence which is not always true 
because the process may lead to an invariant. The second problem with the initial article is that, say, 7 
is considered as 07 or 007 as the case may be in order make its reverse to be 70 or 700. However, the 
reverse of 7 is 7. In order not to loose the beauty of these sequences the author has introduced 
stringent definitions to prevent the sequences from collapse when the reversal process is carried out. 

Four different operations on n-digit integers is considered. 

The Smarandache n-digit periodic sequence. Definition: Let Nlc be an integer of at most n digits and 
let ~ be its reverse. N1,,' is defined through 

N~ = Rk ·1Olt-l-[logloN1 ] 

. The element Nlo+l of the sequence through 
Nlo+1= I Nlc-N1,,' I 

where the sequence is initiated by an arbitrary n-digit integer Nl in the domain lOn~l<lOn+l. 

The Smarandache Subtraction Periodic Sequence: Definition: Let Nlc be a positive integer of at most n 
digits and let ~ be its digital reverse. N1,,' is defined through 

N' = R . 1 Olt-l-[loglON1 ] 
k k 

The element Nlc+1 of the sequence through 
Nlo+l= I Nlc'-c I 

where c is a positive integer. The sequence is initiated by an arbitrary positive n-digit integer Nl. It is 
obvious from the definition that O~lc < 10n+l, which is the range of the iterating function. 

The Smarandache Multiplication Periodic Sequence: Definition: Let c> I be a fixed integer and No and 
aibitrary positive integer. Nlo+l is derived from Nlc by multiplying each digit x of Nlc by c retaining 
only the last digit of the product cx to become the corresponding digit of Nlo+1• 

The Smarandache Mixed Composition Periodic Sequence: Definition. Let No be a two-digit integer 
al·lO+ao. If aI+ao<lO then bl= al+ao otherwise bl= aI+ao+1. bo=lal-aol. We define Nl=bI·IO+bo. Nlc+l 
is derived from Nlc in the same way 

Starting points for loops (periodic sequences), loop length and the number of loops of each kind has 
been calculated and displayed in tabular form in all four cases. The occurrence of invariants has also 
been included. 
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Introduction 

In Mathematical Spectrum, vol 29 No 1 [1], is an article on Smarandache's periodic sequences which 
tenninates with the statement: 

"There will always be a periodic sequence whenever we have afunctionfS~, where S is a 
finite set of positive integers and we repeat the function f " 

We must adjust the above statement by a counterexample before we look at this interesting set of 
sequences. Consider the following trivial function f(x0:S~S, where S is an ascending set of integers 
{aI, a2, ... ar, ... an}: 

r Xk-I if xi?ar 
f(xiJ={ X!c if X!c=ar 

L Xk+I ifxk<ar 

As we can see the iteration of the function f in this case converges to an invariant ar, which we may of 
course consider as a sequence (or loop) of only one member. We will however make a distinction 
between a sequence and an invariant in this paper. 

There is one more snag to overcome. In the Smarandache sequences 05 is considered as a two-digit 
integer. The consequence of this is that 00056 is considered as as a five digit integer while 056 is 
considered as a three-digit integer. We will abolish this ambiguity, 05 is a one-digit integer and 00200 
is a three-digit integer. 

With these two remarks in mind let's look at these sequences. There are in all four different ones 
reported in the above mentioned article in Mathematical Spectrum. The study of the first one will be 
carried out in much detail in view of the above remarks. 

1a. The Two-Digit Smarandache Periodic Sequence 

It has been assumed that the definition given below leads to a repetition according to Dirichlet's box 
principle (or the statement made above). However, as we will see, this definition leads to a collapse of 
the sequence. 

Preliminary definition. Let Nk be an integer of at most two digits and let Nk' be its digital reverse. 
We define the element Nk+l of the sequence through 

where the sequence is initiated by an arbitrary two digit integer NI. 

Let's write NI in the form NI=10a+b where a and b are digits. We then have 

N2= 110a+b-lOb-a 1 =9·1 a-b 1 

The 1 a-b lean only assume 10 different values 0,1,2, ... ,9. This means that N3 is generated from only 
10 different values of Nz. Let's first find out which two digit integers result in 1 a-b I = 0,1,2, .. and 9 
respectively. 
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la-bl Corresponding !wo digit integers 

0 11 22 33 44 55 66 77 88 99 
1 10 12 21 23 32 34 43 45 54 56 65 67 76 78 87 89 98 
2 13 20 24 31 35 42 46 53 57 64 68 75 79 86 97 
3 14 25 30 36 41 47 52 58 63 69 74 85 96 
4 15 26 37 40 48 51 59 62 73 84 95 
5 16 27 38 49 50 61 72 83 94 
6 17 28 39 60 71 82 93 
7 19 29 70 81 92 
8 19 80 91 
9 90 

It is now easy to follow the iteration of the sequence which invariably tenninates in 0, table l. 

Table 1. Iteration of sequence according to the prefiminary definition 

la-bl N2 N3 N4 Ns Ns N6 
0 0 
1 9 0 
2 18 63 27 45 9 0 
3 27 45 9 0 
4 36 27 45 9 0 
5 45 9 0 
6 54 9 0 
7 63 27 45 9 0 
8 72 45 9 0 
9 81 63 27 45 9 0 

The tennination of the sequence is preceded by the one digit element 9 whose reverse is 9. The 
following definition is therefore proposed. 

Definition of Smarandache's two-digit periodic sequence. Let NI: be an integer of at most two 
digits. N,,' is defined through 

the reverse of N" if N" is a two digit integer 

N,,·lO ifN" is a one digit integer 

We define the element Nk+l of the sequence through 

where the sequence is initiated by an arbitrary two digit integer NJ with unequal digits. 

Modifying table I according to the above definition results in table 2. 

Table 2. Iteration of the Smarandache!wo digit sequence 

la-bl N2 N3 N4 Ns Ns N6 N7 
1 9 81 63 27 45 9 
2 18 63 27 45 9 81 63 
3 27 45 9 81 63 27 
4 36 27 45 9 81 63 27 
5 45 9 81 63 27 45 
6 54 9 81 63 27 45 9 
7 63 27 45 9 81 63 
8 72 45 9 81 63 27 45 
9 81 63 27 45 9 81 
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Conclusion: The iteration always produces a loop oflength 5 which starts on the second or the third 
term of the sequence. The period is 9, 81, 63, 27, 45 or a cyclic permutation thereof. 

lb. Smarandacbe's n-digit periodic sequence. 

Let's extend the definition of the two-digit periodic sequence in the following way. 

Definition of Smarandache's n-digit periodic sequence. 

Let Nk be an integer of at most n digits and let ~ be its reverse. Nk' is defined through 

We define the element Nk+-) of the sequence through 

where the sequence is initiated by an arbitrary n-digit integer N) in the domain lOn~)<IOn+). It is 
obvious from the definition that O~k<lOn+), which is the range of the iterating function. 

Let's consider the cases n=3, n=4, n=5 and n=6. 

n=3. 

Domain 100~)~999 .. The iteration will lead to an invariant or a loop (periodic sequence»). There 
are 90 symmetric integers in the domain, 101,111, 121, ... 202,212, ... , for which N2=O (invariant). 
All other initial integers iterate into various entry points of the same periodic sequence. The number 
of numbers in the domain resulting in each entry of the loop is denoted s in table 3. 

s 
Loop 

Table 3. Smarandache 3-digit periodic sequence 

239 
99 

11 
891 

200 
693 

240 
297 

120 
495 

It is easy to explain the relation between this loop and the loop found for n=2. Consider 
N=ao+ lOa) +lOOa2. From this we have /N-N'I=99Iaraol=11·9Iarao/ which is 11 times the 
corresponding expression for n=2 and as we can see this produces a 9 as middle (or first) digit in the 
sequence for n=3. 

n=4. 

Domain 1000~)~9999. The largest number of iterations carried out in order to reach the first 
member of the loop is 18 and it happened for N)=1019. The iteration process ended up in the 
invariant 0 for 182 values of N), 90 of these are simply the symmetric integers in the domain like 
N)=4334, 1881, 7777, etc., the other 92 are due to symmetric integers obtained after a couple of 
iterations. Iterations of the other 8818 integers in the domain result in one of the following 4 loops or 
a cyclic permutation of one of these. The number of numbers in the domain resulting in each entry of 
the loops is denoted s in table 4. 
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Table 4. Smarandache 4-digit periodic sequences 

s 378 259 
LooQ 2178 6534 

s 324 18 288 2430 310 
LooQ 90 810 630 270 450 

s 446 2 449 333 208 
looQ 909 8181 6363 2727 4545 

s 329 11 290 2432 311 
looQ 999 8991 6993 2997 4995 

n=5. 

Domain 10000~1::::;99999. There are 900 symmetric integers III the domain. 920 integers in the 
domain iterate into the invariant 0 due to symmetries. 

Table 5. Smarandache 5-digit periodic sequences 

s 3780 2590 
LooQ 21978 65934 

s 3240 180 2880 24300 3100 
LooQ 990 8910 6930 2970 4950 

s 4469 11 4490 3330 2080 
LooQ 9Cm 81081 63063 27027 45045 

s 3299 101 2900 24320 3110 
LooQ 9999 89991 69993 29997 49995 

0=6. 

Domain IOOOOO~1::::;999999. There are 900 symmetric integers in the domain. 12767 integers in the 
domain iterate into the invariant 0 due to symmetries. The longest sequence of iterations before 
arriving at the first loop member is 53 for N=lOOnO. The last column in table 6 shows the number of 
integers iterating into each loop. 

Table 6. Smarandache 6-digit periodic sequences 

• 13667 13667 
L I 0 , 13542 125.51 26093 
L2 13$66 6S34O , 12665 12665 26271 
L3 219978 6S9934 

• 19107 2711 7127 1= 12_ 16A71\ 
L4 \0) 8UD 6XO 2JOJ 43:X) 

• 2:JJ57 18 12259 3J993 .... 9 62776 
L5 9090 81810 636D 27270 ~ 

• 47931 14799 42603 222941 29995 358269 
L6 990;0 89910 699JO 29'nO 499!{J , 25375 II 12375 21266 U(}9 63436 
L7 IO)Q9 81CC81 6X063 = 43:Xl45 , 1- 2 1005 1033 Z37 3765 
L8 '!0109 818 I 81 6.36363 272727 454.545 , 18:19 II 13!{J 1570 510 52!{J 

L9 99099 891891 693693 297297 495495 , 19139 2648 7292 123673 '2477 '65224 
L '0 99999 899991 699993 299997 499995 , '52 4 '254 9n 492 "' 826 48.\ 429 4725 
LII '0969 971:02' 857'42 6'SJe4 '3'868 736263 373626 252747 .:94!{J5 , 623 0- '06 796 377 36 525 'AO .94 596 117 '06 793 327 65 53J .39 '79 58'3 
L '2 43659 9'268' n6462 461835 76329 84734' 703593 Dl2!36 37.£.517 340906 3'a:67 462n6 '64.538 670923 34'847 <06296 286X/l 5.7374 

2. The Smarandacbe Subtraction Periodic Sequence 

Definition: 

Let NIc be a positive integer of at most n digits and let Rc be its digital reverse. Nk ' is defined through 
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We define the element Nk+t of the sequence through 

where c is a positive integer. The sequence is initiated by an arbitrary positive n-digit integer Nt. It is 
obvious from the definition that 05NIc<I On+t , which is the range of the iterating function. 

c=1,n=2,10~1S99 

When Nt is of the form ll·k or ll·k-l then the iteration process results in 0, see figure la. 

Every other member of the interval 10::;;NtS:99 is a entry point into one of five different cyclic periodic 
sequences. Four of these are of length 18 and one of length 9 as shown in table 7 and illustrated in 
figures Ib and lc, where important features of the iteration chains are shown. 

Table 7. The subtraction periodic sequence, 1 O$N 1 $99 

Seq. No 1 12 20 1 9 89 97 78 86 67 75 56 64 45 53 34 42 23 31 
Seq. No 2 13 30 2 19 90 8 79 96 68 85 57 74 46 63 35 52 24 41 
Seq. No 3 14 40 3 29 91 18 80 7 69 95 58 84 47 73 35 62 25 51 

-Seq. No 4 15 50 4 39 92 28 81 17 70 6 59 94 48 83 37 72 26 61 
Seg. No 5 16 60 5 49 93 38 82 27 71 

99 37 38 
98 72 82 
88 26 27 

-t-- (=) 87 61 71 
77 15 16 

-+ 76 50 60 
66 -+(-1) -+ 04 +- -+ 05 +-
65 -t--(-1 } 39 -+(+9) (-1 }-t-- 49 -+(+9) 
55 92 93 
54 28 38 
44 81 
43 17 
33 70 
32 -+ 06 +-
22 (-1 }-t-- 59 -+(+9) 
21 94 
11 48 
10 83 
0 37 

Rg.10 Rg1b Rg1c 

15~, n=2, 100~1S999 

A computer analysis revealed a number of interesting facts concerning the application of the iterative 
function. 

There are no periodic sequences for c=l, c=2 and c=5. All iterations result in the invariant 0 after, 
sometimes, a large number of iterations. 

10 



For the other values of c there are always some values ofNl which do not produce periodic sequences 
but tenninate on 0 instead. Those values of Nl which produce periodic sequences will either have N\ 
as the first term of the sequence or one of the values f detennined by l~c-l as first term. There are 
only eight different possible value for the length of the loops, namely 11, 22, 33, 50, 100, 167, 189, 
200. Table 8 shows how many of the 900 initiating integers in the interval 100~\~999 result in each 
type of loop or invariant 0 for each value of c. 

Table 8. Loop statistics, L=length of loop, f=first term of loop 

c f-I, I L~ 0 11 22 33 50 100 167 
NJ 900 

2 NJ 900 
3 NJ 241 59 150 

1 240 
2 210 

4 NJ 494 42 
1 364 

5 N. 900 
6 NJ 300 59 84 

1 288 
2 169 

7 NJ 109 
1 
2 
3 
4 
5 
6 

8 NJ 203 43 85 
1 252 
2 305 
3 12 

9 N. 21 79 237 
4 
5 
6 161 
7 121 
8 81 

A few examples: 
For c=2 and Nl=202 the sequence ends in the invariant 0 after only 2 iterations: 
202200 0 

For c=9 and N\ =208 a loop is closed after only 11 iterations: 
208793388874469955550 46 631127 712 208 

189 200 

535 
101 
101 
14 
14 
13 
13 

170 
20 
10 

For c=7 and Nl=109 we have an example of the longest loop obtained. It has 200 elements and the 
loop is closed after 286 iterations: 
109894491 187774470 67753350 46633 329 916 612209895591 188874471 
167754450 47733330 26613309896691189974472267755550 48833331 
126614409897791 190 84473367756650 49933 332 226 615 509 898 891 191 
184474467757750 50 43333326616609899991192284475567758850 51 
143334426617709900 2 193384476667759950 52243335526618809901 
102 194484477 767 760 60 53343336626619909902202 195584478867761 
160 54443337726620 19903302 196684479967762260 55543338826621 
119904402 197784480 77 763 360 56643339926622219905502 198884481 
177 764 460 57743 340 36623319906602 199984482277 765 560 58 843 341 
136624419907702200 5493387776670 69953352246635529918812211 
105494487777770 70 63 353 346636629 919 912 212 205 495587778870 71 
163354446637729 920 22213305496687779970 72 263 355 546 638 829 921 
122214405497787780 80 73363356646639929922222215505498887781 
180 74 463 357 746 640 39 923 322 216 605 499 987 782 280 75 563 358 846 641 
139924422217705500 2 
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3. The Smarandache Multiplication Periodic Sequence 

Definition: 
Let c> 1 be a fixed integer and No and arbitrary positive integer. N\C+l is derived from Nlc by 
multiplying each digit x of N, by c retaining only the last digit of the product cx to become the 
corresponding digit of N\C+l. 

In this case each digit position goes through a separate development without interference with the 
surrounding digits. Let's as an example consider the third digit of a 6-digit integer for c=3. The 
iteration of the third digit follows the schema: 

xx7yyy --- the third digit has been arbitrarily chosen to be 7. 
xxlyyy 
xx3yyy 
xx9yyy 
x:x7yyy - which closes the loop for the third digit. 

Let's now consider all the digits ofa six-digit integer 237456: 
237456 
691258 
873654 
419852 
237456 - which closes the loop. 

The digits 5 and 0 are invariant under this iteration. All other digits have a period of 4 for c=3. 

Conclusion: Integers whose digits are all equal to 5 are invariant under the given operation. All other 
integers iterate into a loop of length 4. 

We have seen that the iteration process for each digit for a given value of c completely determines the 
iteration process for any n-digit integer. It is therefore of interest to see these single digit iteration 
sequences: 

Table 9. One-digit multiplication sequences 

c=2 c=3 c=4 c=5 
1 2 4 8 6 2 1 3 9 7 1 1 4- 6 4- 1 5 5 
2 4 8 6 2 2 6 8 4 2 2 8 2 2 0 0 
3 6 2 4- 8 6 3 9 7 1 3 3 2 8 2 3 5 5 
4- 8 6 2 4- 4- 2 6 8 4- 4- 6 4- 4- 0 0 
5 0 0 5 5 5 0 0 5 5 
6 2 4- 8 6 6 8 4 2 6 6 4- 6 6 0 0 
7 4 8 6 2 4 7 1 3 9 7 7 8 2 8 7 5 5 
8 6 2 4- 8 8 4- 2 6 8 8 2 8 8 0 0 
9 8 6 2 4 8 9 7 1 3 9 9 6 4- 6 9 5 5 

c=6 c=7 c=8 c=9 
1 6 6 1 7 9 3 1 1 8 4 2 6 8 1 9 1 
2 2 2 4 8 6 2 2 6 8 4 2 2 8 2 
3 8 8 3 1 7 9 3 3 4 2 6 8 4 3 7 3 
4 4 4 8 6 2 4 4 2 6 8 4 4 6 4 
5 0 0 5 5 5 0 0 5 5 
6 6 6 2 4 8 6 6 8 4 2 6 6 4 6 
7 2 2 7 9 3 1 7 7 6 8 4 2 6 7 3 7 
8 8 8 6 2 4 8 8 4 2 6 8 8 2 8 
9 4 4 9 3 1 7 9 9 2 6 8 4 2 9 1 9 
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With the help of table 9 it is now easy to characterize the iteration process for each value of c. 

Integers composed of the digit 5 result in an invariant after one iteration. Apart form this we have for: 

c=2. Four term loops starting on the first or second term. 

c=3. Four term loops starting with the first term. 

c=4. Two term loops starting on the first or second term (could be called a switch or pendulum). 

c=5. Invariant after one iteration. 

c=6. Invariant after one iteration. 

c=7. Four term loop starting with the first term. 

c=8. Four term loop starting with the second term. 

c=9. Two term loops starting with the first term (pendulum). 

4. The Smarandache Mixed Composition Periodic Sequence 

Definition. Let No be a two-digit integer al·lO+ao. If al+ao<lO then bl= al+ao otherwise bl= al+ao+l. 
bo=/al-ao/ . We define N I=bl·lO+bo. Nk+1 is derived from Nk in the same way? 

There are no invariants in this case. 36, 90, 93 and 99 produce two-element loops. The longest loops 
have 18 elements. A complete list of these periodic sequences is presented below. 

10 11 20 22 40 44 80 88 70 77 50 55 10 
11 20 22 40 44 80 88 70 77 50 55 10 11 
12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 
13 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 
14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 
15 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 
16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 
17 86 52 73 14 53 82 16 75 32 51 64 1231 42 62 84 34 71 86 
18 97 72 95 54 91 18 • 
19 18 97 72 95 54 91 18 
20 22 40 44 80 88 70 77 50 55 10 11 20 
21 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 
22 40 44 80 88 70 77 50 55 10 11 20 22 
23 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 
24 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 
25 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 
26 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 
27 95 54 91 18 97 72 95 
28 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 
29 27 95 54 91 18 97 72 95 
30 33 60 66 30 
31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 
32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 
33 60 66 30 33 
34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 
35 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 
36 93 36 
37 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 
38 25 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 
39 36 93 36 

2 Fonnulation convcryed to the author: ~IA N be a two-digit number. Add the digits, and add them again if the sum is greato:r than 10. 
Also take the absolute value of their diff.:rence. TIlc:sc: are the f~ and sc:cond digits of Nt. " 



40 44 80 88 70 77 50 55 10 11 20 22 40 
41 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 
42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 
43 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 
44 80 88 70 77 50 55 1 0 11 20 22 40 44 
45 91 18 97 72 95 54 91 
46 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 
47 23 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 
48 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 
49 45 91 18 97 72 95 54 91 
50 55 10 11 20 22 40 44 80 88 70 77 50 
51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 
52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 
53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 
54 91 18 97 72 95 54 
55 10 11 20 22 40 44 80 88 70 77 50 55 
56 21 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 
57 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 
58 43 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 
59 54 91 18 97 72 95 54 
60 66 30 33 60 
61 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 
62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 
63 93 36 93 
64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 
65 21 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 
663033 60 66 
67 41 53 82 16 75 3251 64 12 31 42 6284 34 71 86 52 73 14 53 
68 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 
69 63 93 36 93 
70 77 50 55 10 11 20 22 40 44 80 88 70 
71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 
72 95 54 91 18 97 72 
73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 
74 23 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 32 51 
75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 
76 41 53 82 16 75 32 51 64 12 31 42 6284 34 71 86 52 73 14 53 
77 50 55 1 0 11 20 22 40 44 80 88 70 77 
78 61 75 32 51 64 1231 42 62 84 34 71 86 52 73 14 53 82 16 75 
79 72 95 54 91 18 97 72 
80 88 70 77 50 55 10 11 20 22 40 44 80 
81 97 72 95 54 91 18 97 
82 16 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 
83 25 73 14 53 82 16 75 32 51 64 1231 42 62 84 34 71 86 52 73 
84 34 71 86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 
85 43 71 86 52 73 14 53 82 16 753251 64 1231 42 628434 71 
86 52 73 14 53 82 16 75 32 51 64 12 31 42 62 84 34 71 86 
87 61 75 32 51 64 12 31 42 62 84 34 71 86 52 73 14 53 82 16 75 
88 70 77 50 55 10 11 20 22 40 44 80 88 
89 81 97 72 95 54 91 18 97 
909990 
91 18 97 72 95 54 91 
92 27 95 54 91 18 97 72 95 
93 36 93 
94 45 91 18 97 72 95 54 91 
95 54 91 18 97 72 95 
96 63 93 36 93 
97 72 95 54 91 18 97 
98 81 97 72 95 54 91 18 97 
99 90 99 



Products of Factorials in Smarandache Type Expressions 

Florian Luca 

Introduction 

In [3] and [5] the authors ask how many primes are of the form xY + yX, 
where gcd (x, y) = 1 and x, y 2: 2. Moreover, Jose Castillo (see [2]) 
asks how many primes are of the Smarandache form xil + X2 X3 + ... + Xn Xl , 

where n > 1, Xl, X2, ••• , Xn > 1 and gcd (Xl, X2, ••• , X n ) = 1 (see [9]). 
In this article we announce a lower bound for the size of the largest 

prime divisor of an expression of the type axY + byx, where ab f= 0, x, y 2: 2 
and gcd (x, y) = l. 

For any finite extension F of Q let dF = [F : Q]. For any algebraic 
number ( E F let NF (() denote the norm of (. 

For any rational integer n let Pen) be the largest prime number P 
diViding n with the convention that P(O) = P(±l) = l. 

Theorem 1. Let a and f3 be algebraic integers with a . f3 f= O. Let 
K = Q[a, f3]. For any two positive integers x and y let X = max (x, V). 
There exist computable positive numbers Cl and C2 depending only on a 
and f3 such that 

whenever x, y 2: 2, gcd (x, y) = 1, and X> C2. 

The proof of Theorem 1 uses lower bounds for linear forms in logarithms 
of algebraiC numbers (see [1] and [7]) as well as an idea of Stewart (see [10]). 

ErdOs and Obllith (see [4]) found all the solutions of the equation n! = 
xP±yP with gcd (x, y) = 1 and p > 2. Moreover, the author (see [6]) showed 
that in every non-degenerate binary recurrence sequence (Un)n~O there are 
only finitely many terms whi.::h are products of factorials. 

We use Theorem 1 to show that for any two given integers a and b with 
ab f= 0, there exist only finitely many numbers of the type axY + byx, where 
x, y 2: 2 and gcd (x, y) = 1, which are products of factorials. 

Let PF be the set of all positive integers which can be written as 
products of factorials; that is 

k 

PF = {w I w = IImj!, for some mj 2: I}. 
j=l 



Theorem 2. Let h, ... , fs E Z[X, Y] be s ~ 1 homogeneous polynomi­
als of positive degrees. Assume that h(O, Y) ·h(X, 0) ¢ ° for i = 1, ... , s. 
Then, the equation 

(1) 

with gcd (Xi, Vi) = 1 and Xi, Vi ~ 2, for i = 1, ... , s, has finitely many 
solutions Xl, VI, ... , x s, Ys· Moreover, there exists a computable positive 
number C depending only on the polynomials h, ... , fs such that all solu­
tions of equation (1) satisfy max (Xl, YI, ... , Xs , Ys) < C. 

We also have the following inhomogeneous variant of theorem 2. 

Theorem 3. Let !I, ... , fs E Z[X] be s ~ 1 polynomials of positive 
degrees. Assume that fiCO) = 1 (mod 2) for i = 1, ... , s. Let aI, ... , as and 
bI , ... , bs be 2s odd integers. Then, the equation 

(2) 

with gcd (Xi, Vi) = 1 and Xi, Yi ~ 2, for i = 1, ... , s, has finitely many 
solutions Xl, VI, ... , x s , Ys· Moreover, there exists a computable posi­
tive number C depending only on the polynomials II, ... , fs and the 2s 
numbers aI, bI. ... , as, bSI such that all solutions of equation (2) satisfy 
max (Xl, VI, ... , Xs, Vs) < C. 

We conclude with the following computational results: 

Theorem 4. All solutions of the equation 

with gcd (x, y) = 1 and x, V ~ 2, 

satisfy max (x, V) < expl77. 

Theorem 5. All solutions of the equation 

with gcd (x, V, z) = 1 and x, V, z ~ 2, 

satisfy max (x, V, z) < exp 518. 

2. Preliminary Results 

The proofs of theorems 1-5 use estimations of linear forms in logarithms 
of algebraic numbers. 

Suppose that (1, ... , (l are algebraic numbers, not ° or 1, of heights not 
exceeding AI, ... , Al , respectively. vVe assume Am ~ ee for m = 1, ... , l. 
Put n = logAI ... logAl . Let F = Q[(l, ... , (d. Let nI, ... , nl be integers, 
not all 0, and let B ~ max Inml. We assume B ~ e2• The following result 
is due to Baker and Wlistholz. 

16 



Theorem BW ([ID. If (~l ... (;:; f= 1, then 

1(~l ... (~I-ll > iexP(-(16(l + l)dF)2(l+3)nlogB). (3) 

In fact, Baker and Wlirtholz showed that if IOg(l, ... , log(l are any 
fixed values of the logarithms, and A = n1 log (1 + ... + nllog (l f= 0, then 

log IAI > -(16IdF )2(l+2)n log B. (4) 

Now (4) follows easily from (3) via an argument similar to the one used by 
Shorey et al. in their paper [8]. 

We also need the following p-adic analogue of theorem BW which is due 
to van der Poorten. 

Theorem vdP ([7]). Let 11" be a prime ideal of F lying above a prime 
integer p. Then, 

The following estimations are useful in what follows. 

Lemma 1. Let n ~ 2 be an integer, and let p :::; n be a prime number. 
Then 

(i) 
(6) 

(ii) 
n dIn 

4(p -1) :::; or pn. :::; p _ 1· (7) 

Proof. See [6]. 

Lemma 2. (1) Let s ~ 1 be a positive integer. Let C and X be two 
positive numbers such that C > exp s and X > 1. Let y > 0 be such that 
y < ClogS X. Then, ylogy < (ClogC) logS+! X. 

(2) Let s ~ 1 be a positive integer, and let C > exp(s(s + 1)). If X is 
a positive number such that X < C logS X, then X < Clogs+! C. 

Proof. (l) Clearly, 

ylogy < ClogS X(logC + s log logX). 

It suffices to show that 

loge + sloglogX < log C log X. 

17 



The above inequality is equivalent to 

logC(logX -1) > sloglogX. 

This last inequality is obviously satisfied since log C > s and log X > 
log log X + 1, for all X > 1. 

(2) Suppose that X 2': Clot+! C. Since s 2': 1 and C > exp(s(s + 1)), 
it follows that ClogS+! C > C > exp s. The function + is increasing 

log y 
for y > exp s. Hence, since X 2': Clogs+! C, we conclude that 

Clogs+1 C X 
::; logS X < C. logS (Clogs+! C) 

The above inequality is equivalent to 

( ) 

S < 1, 
log C + (s + 1) log log C 

or 

( 
100" log C) S 

log C < 1 + (s + 1) ~g C . 

By taking logarithms in this last inequality we obtain 

( 
100" 100" C ) 100" log C 

10glogC < slog 1 + (s + 1) ~gC < s(s + 1) ~gC . 

This last inequality is equivalent to log C < s(s + 1), which contradicts the 
fact that C > exp(s(s + 1)). 

3. The Proofs 

The Proof of Theorem 1. By Cl, C2, ... , we shall denote computable 
positive numbers depending only on the numbers a and 13. Let d = dK. Let 

NK (o:;cY + j3yX) = pfl ..... p!rc 

where 2 < PI < P2 < ... < Pk are prime numbers. For J1. = 1, ... , d, let 
a(J.')xY + j3(p.)yX be a conjugate, in K, ofaxY + j3yx. Fix i = 1, ... , k. Let 
7r be a prime ideal of K lying above Pi. We use theorem vdP to bound 
ord1t' (a(J.')xY + j3(J.')yX). We distinguish two cases: 

CASE 1. Pi I xy. Suppose, for example, that Pi I y. Since (x, y) = 1, 
it follows that Pi X x. Hence, by theorem vdP, 

ord. ("C,) xY + I1C, ly<) ~ ord. ("C,) xY) + ord,. (1 -( -~;:; ) y' x -Y) < 
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d P- 4 < CI + C2-
1 

-l-log X. 
OgPi 

(8) 

where Cl = d ·log2 NK(a), and C2 can be computed in terms of a and f3 
using theorem vdP. 

CASE 2. Pi )' xy. In this case 

d P- 4 < CI + C2-
1 

-l-log X. 
OgPi 

(9) 

Combining Case 1 and Case 2 we conclude that 

(10) 

where C3 = 2· max (CI , C2 ). Hence, 

d 

Oi = ordpi (NK(axY + f3YZ)) < C410~ipi log4 X. (11) 

where C4 = dC3. Denote Pk by P. Since Pi ::; P for i = 1, ... , k, it follows, 
by formula (11), that 

k 

log ( NK (axY + f3YZ)) ::; L Oi . log Pi < kC4pd log4 X. (12) 
i=l 

Clearly k ::; 7r(P), where 7r(P) is the number of primes less than or equal to 
P. Combining inequality (12) with the prime number theorem we conclude 
that 

(13) 

We now use theorem BW to find a lower bound for IOg(NK (axY + f3YZ)). 
Suppose that X = y. For Jl. = 1, ... , d, we have 

> C6 + X log 2 - C j log3 X. 

where C6 = min (log la(/') I I Jl. = 1, ... , d), and C7 can be computed using 
theorem BW. Hence, 
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Let Cs = dC6, Cg = dlog2, and ClO = dC7 • Let also Cll be the smallest 
positive number such that 

1 3 
"2Cgy > C lO log Y - Cs, for y> C11 • 

Combining inequalities (13) and (14) it follows that 

pd+l 1 
C5 -

1 
P log4 X > Cs + CgX - C lO log3 X > -CgX, (15) 

og 2 

for X 2: C11. Inequality (15) clearly shows that 

( 
X )m 

p > C12 log3 X ' for X 2: Cll . 

The Proof of Theorem 2. By Cl, C2, ... , we shall denote computable 
positive numbers depending only on the polynomials fl' ... , fs. We may 
assume that iI, ... , fs are linear forms with algebraic coefficients. Let 
h(X, Y) = CtiX + /3iY where Cti/3i :/= 0, and let K = Q[Ctl, /31, ... , Cts , /3sJ· 
Let (Xl, Yl, ... , X s, Ys) be a solution of (1). Equation (1) implies that 

s 

IT N ( Yi + /3 Xi) - I I K Cli X i iYi - nl" .... nk· (16) 
i=l 

We may assume that 2 ::; nl ::; n2 ::; ... ::; nk. Let X = max (Xi, Yi I i = 
1, ... , s). It follows easily, by inequality (10), that 

Hence, 
k 

I: ord2n i! < Cl log4 X. 
i=l 

By lemma 1, it follows that 

(17) 

(18) 

On the other hand, by theorem 1, there exists computable constants C2i 
and C3i , such that 

(19) 
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whenever Xi, Vi 2: 2, gcd (Xi, Vi) = 1 and Xi = max (Xi, Vi) > C3i . Let 
C2 = min (C2i Ii = 1, ... , s) and let C3 = max (C3i I i == 1, ... , s). Suppose 
that X > C3 . From inequality (19) we conclude that 

(20) 

k 

Since P I II nil, it follows that P ::::; nk. Combining inequalities (18) and 
i=1 

(20) we conclude that 

(21) 

Inequality (21) clearly shows that X < C4 • 

The Proof of Theorem 3. By C1, C2 , ••• , we shall denote computable 
positive numbers depending only on the polynomials fl, ... , fs and on the 
numbers al, b1 , ••• , as, bs· Let (Xl, VI, ... , x s, Ys) be a solution of (2). 
Let Xi = max (Xi, Vi), and let X = max (Xi I i = 1, .. , s). Finally, let 

c4 

fi(Z) = Ci IT (Z - (i,j). 
j=l 

s s 

Let K = Q[(i j] l~i~. , and let d = [K : Q], D = ~ di , and C = II Ci. 
, 1 < -<4- L-..J 

_1_ • i=1 i=l 
Let 7r be a prime ideal of K lying above 2. Let Zi = aixfi + biVfi. We 
first bound ord,r!i(Zi). First, notice that ord1\"(aibi) = O. Moreover, since 
1i(0) == 1 (mod 2), it follows that ord1\"«(i,j) = 0, for all j = I, ... , di . vVe 
distinguish 2 cases: 

CASE 1. Assume that 2 1 XiVi. Then fi(Zi) == fiCO) == 1 (mod 2). 
Hence, ord1\"fi(Zi) = O. 

CASE 2. Assume that 2 I Xi· In this case, ord1\"(V) = O. Fix j = 
1, ... , di . Then, 

Since ord1\" (biVfi) = ord1\" «(i,j) = 0, it follows, by theorem vdP, that 

We distinguish 2 cases: 
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CASE 2.1. Vi 2: C1 log3 Xi. In this case, from formula (22) and in­
equality (23), it follows that 

ord1r (Zi - (i,j) = ord1r (biVfi - (i,j) < C1 log3 Xi. (24) 

CASE 2.2. Vi < C1 log3 Xi. In this case, 

ord1r (Zi - (i,j) = ord1r (biyfi + (aixfi - (i,j) ). (25) 

Let 6. = aixfi - (i,j. Let H(6.) be the height of 6.. Clearly, 

Hence, 
log(H(6.)) < logC2 + ~Vi log Xi < C3 + C4log4 Xi, 

where C3 = log C2 , and C4 = C1 . max (di I i = 1, ... , s). Since ord1r (bi ) = 
ord1r (yfi) = 0, it follows, by theorem vdP, that 

< Cs log3 X i (C3 +C4Iog4 X i ). (26) 

Let C6 = 2C4CS • Also, let 

From inequalities (23) and (26), it follows that 

for X > C1 • (27) 

Hence, 

II 

ord2(IIfi (Zi)) < Cs log
1 X, for X > C1 , (28) 

.=1 

where Cs = 2max (SDC6, c). Suppose now that 

II k 

II !.(ZJ = II nj!, (29) 
i=1 j=1 

where 2 ~ n1 ~ n2 ~ ... ~ nk. From inequality (28) and lemma I, it follows 
that 

k . 

I: nj < Cg log1 X, 
j=1 
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where Cg = 4CB• Hence, 

k k k k k 

log (II nj!) = Llognj! < Lnjlognj < (Lnj)log(Lnj) < 
j=l j=l j=l j=l j=l 

< Cg log7 X (log Cg + 7 log log X), for X > Ct. (30) 

Let ClO be the smallest positive number ~ C7 such that 

Y > logCg + 7 log logy, for y > ClO. 

From inequality (30), it follows that 

k 

log (II nj!) < CglogB X, whenever X > CIO. (31) 
j=l 

s 

We now bound log(IIfi(Zi)). Fix i = 1, ... , s. Suppose that Yi = Xi. By 
i=l 

Theorem BW, 

(32) 

where Cll = min (Iaill i = 1, ... , s), and Cl2 can be computed using theo­
rem BW. Let Cl3 = (log 2)/2, and let Cl4 be the smallest positive number 
~ ClO such that 

From inequality (32) it follows that 

max (log IZil) > CI3X, 

for y > C14 . 

for X> C 14 . (33) 

On the other hand, for each i = 1, ... , s, there exists two computable 
constants Ci and C: such that 

whenever I Zd > C:. 
Let Cl5 = min (Ci I i = 1, ... , s), and let C l6 = max (CI I i = 1, ... , s). 
Finally, let C l7 = max (CI 4, (IOgCI6)/CI3 ). Suppose that X > C17. Since 
Ih(Zi)1 ~ 1, for all i = 1, ... , s, it follows, by inequality (33), that 

s 

log (II h(Zi)) ~ max (log Ifi(Zi)1 i = 1, ... , s) > 
i=l 
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> log CIS + max (loglZill i=l, ... , s) >logC1S +C13X, forX>C17. 

(34) 
From equation (29) and inequalities (31) and (34), it follows that 

for X> ClT. (35) 

Inequality (35) clearly shows that X < CIS· 

The Proof of Theorem 4. Let X = max (x, y). Notice that if 
x Y ± yX E PF, than xy is odd. Hence, by theorem vdP, 

Suppose that 
(37) 

where 2 ~ nl ~ ... ~ nk. From inequality (36) and lemma 1 it follows that 

It follows, by lemma 2 (1), that 

k k k 

10g(xY ± yX) = log II~! = I: logni! < I: ~ log~ < 
i=1 i=1 i=l 

k k 

< (L": ~) log (I: ni) < 12 .4836 10g(12 .4836) . logS X < 1703 .4836 logS X. 
i=l i=1 

(39) 
Suppose now that X = y. Then, by theorem BW, 

> X log 3 -log2 - 4810 log3 X. (40) 

Combining inequalities (39) and (40), we conclude that 

X < X 100" 3 < 100" 2 + 4810 100"3 X + 1703 . 4836 100"S X < 1704 . 4836 100"S X o /:) /:) 0 /:) • 

(41) 
Let C = 1704 . 4836 , and let s = 5. Since log C = log 1704 + 36 log 48 > 30, 
it follows, by lemma 2 (2), that 

(42) 

Hence, log X < 177. 
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The Proof of Theorem 5. Suppose that (x, V, z, n) is a solution 
of xY + VZ + ZX = n!, with gcd (x, V, z) = 1 and min (x, V, z) > 1. Let 
X = max (x, V, z). We assume that logX > 519. Clearly, not all three 
numbers x, V, z can be odd. We may assume that 2 I x. In this case, both 
V and z are odd. By theorem vdP, 

We distinguish two cases: 

CASE 1. V ~ 3· 4836 log4 X. In this case, by lemma 1, 

Hence, 
n < 12 . 4836 log4 X. (45) 

By lemma 2 (1), it follows that 

n log n < 12 . 4836 1og(12 . 4836
) logS X < 1703 . 4836 logS X. (46) 

We conclude that 

X log 2 < log(xY +Vz +ZX) = logn! < nlogn < 1703 .4836 logS X. 

Let C = 1703· 4836 / log 2, and let s = 5. Since log C > 30, it follows, by 
lemma. 2 (2), that 

x < Clog6 C < 2457.4836 .1486
• 

Hence, log X < 178, which is a contradiction. 

CASE 2. V < 3· 4836 1og4 X. Let p be a prime'number such that p I V· 
We first show that pIx. Indeed, assume that pix. Since gcd (x, V, z) = 1, 
it follows that p 1 z. QvVe conclude that pIn!, therefore n < p. Hence, 

n < p ~ y < 3 . 4836 log4 X. 

In pa.rticular, n satisfies inequality (45). From Case 1 we know that log X < 
178, which is a contradiction. 

Suppose now that pIx. Then, by theorem vdP, 

< 4836V log4 X < 3· 4872 log8 X. 

vVe distinguish 2 cases: 
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CASE 2.1. z ~ 3 . 4872 log8 X. In this case, by lemma 2 (1) and in­
equality (47), 

Hence, 

n < 12(p - 1) . 4872 log8 X < 12y· 4872 log8 X < 36· 4810810g12 X. (48) 

From lemma 2 (1) we conclude that 

Xlog2 < log(xY + yZ + ZX) = logn! < nlogn < 

< 36 . 48108 log(36 . 48108) log13 X < 317 .48109 log13 X. (49) 

Let C = 317 . 48109/ log 2, and let s = 13. Since log C > 182, it follows, by 
lemma 2 (2), that 

Hence, log X < 513, which is a contradiction. 

CASE 2.2. z < 3· 4872 log8 X. By theorem vdP, it follows that 

') 

< 4836 10; 2 log(xY + yZ) log3 X < 3 . 4836 10g(xY + yZ) log3 X. (50) 

We now bound !og(xY+VZ
). Let VI = 3· 4836 log4 X and ZI = 3 . 4812 10g8 X. 

Since V < VI and Z < Zt, it follows that 

Since ZI log VI > ZI > VI log X, it follows that 

log(xY +VZ) < log 2 + zllogVt. 

From lemma 2 (1) we conclude that 
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From lemma 1 and inequalities (50) and (51) it follows that 

Hence, 
n < 5064· 48108log12 X. 

By lemma 2 (1), it follows that 

X log 2 < log(xY + yZ + ZX) = logn! < nlogn < 

< 5064.48108 . log(5064. 48108) log13 X < 22· 48111 log13 X. 

Let C = 22 . 48111 / log 2, and let s = 13. Since log C > 182, it follows, by 
lemma 2 (2), that 

X < C log14 C < 22 .48111 .43314 . 

Hence, log X < 518, which is the final contradiction. 
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In this paper we seek for an answer on Smarandache type question: may one 
create the theory of Magic squares 4x4 in size without using properties of some 

concrete numerical sequences? As a main result of this theoretical investigation 
we adduce the solution of the problem on decomposing the general algebraic 
formula of Magic squares 4x4 into two complete sets of structured and four­

component analytical formulae. 

1 Introduction 

In the general case Magic squares represent by themselves numerical or 
analytical square tables, whose elements satisfy a set of definite basic and 
additional relations. The basic relations therewith assign some constant 
property for the elements located in the rows, columns and two main diagonals 
of a square table, and additional relations, assign additional characteristics for 
some other sets of its elements. 

Judging by the given general definition of Magic squares, there is no 
difficulty in understanding that, in terms of mathematics, the problem on Magic 
squares consists of the three interrelated problems 

a) elucidate the possibility of choosing such a set of elements which would 
satisfy both the basic and all the additional characteristics of the relations; 

b) determine how many Magic squares can be constructed from the chosen 
set of elements; 

c) elaborate the practical methods for constructing these Magic squares. 
It is a traditional way to solve all mentioned problems with taking into 

account concrete properties of the numerical sequences from which the Magic 



square numbers are generated. For instance, by using this way problems was 
solved on constructing different Magic squares of natural numbers' - s, prime 
numbers6• 7, Smarandache numbers of the 1st kinds and so on. Smarandache 
type question9 arises: whether a possibility exists to construct the theory of 
Magic squares without using properties of concrete numerical sequences. The 
main goal of this paper is finding an answer on this question with respect to 
problems of constructing Magic squares 4x4 in size. In particular, in this 
investigation we 

a) describe a simple way of obtaining a general algebraic formulae of Magic 
squares 4x4, required no use of algebraic methods, and explain why in the 
general case this formula does not simplify the solution of problems on 
constructing Magic square 4x4 (Sect. 2); 

b) give a description of a set of invariant transformations of Magic squares 
4x4 (Sect. 3); 

c) adduce a general algorithm, suitable for constructing Magic squares from 
an arbitrarily given set of 16 numbers (Sect. 4); 

d) discuss the problems of constructing Magic squares from the structured 
set of 16 elements (Sect. 5); 

e) solve the problem of decomposing the general algebraic formula of 
Magic squares 4x4 into a complete set of the four-component formulae (Sect. 
6). 

2 Constructing the general algebraic fonnula of a Magic square 4x4 

A table, presented in Fig. I (2), consists of two orthogonal diagonal Latin 
squares, contained symbols A, E, C, D (L ,) and a, b, c, d (Lz). Remind'o. II that 

two Latin squares of order n are called 
a) orthogonal if being superimposed these Latin squares form a table whose 

all n2 elements are various; 
b) diagonal if n different elements are located not only in its rows and 

columns, but also in its two main diagonals. 
It is evident that the table 1(2) is transformed in the analytical formula of a 

Magic square 4x4 when its parameter b = O. By using Fig. I (2) we reveal the law 
governing the numbers of any Magic square 4x4 decomposed in two orthogonal 

diagonal Latin squares. For this aim we rearrange the sets of the symbols in the 
two-component algebraic formula I (2) so as it is shown in Fig. I (6). Further, a 
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table I (6) will be called additional one. Such name of the table is justified by the 
following: 

a) the table 1(6), containing the same set of elements as the table 1(2), has 
more simple structure than the formula 1(2); 

b) there exists a simple way of passing from this table to a Magic square 
4x4: really, if one considers that Fig. 1(1) represents the enumeration of the 
cells in the table I (6), then, for passing from this table to a Magic square it will 
be sufficient to arrange numbers in the new table 4x4 in the order 
corresponding to one in the classical square 1(5) {the Magic square of natural 
numbers from I to 16 }. 

I 2 3 4 A +c B+b C+d D+a 

5 6 7 8 D+d C+a B+c A +b -w +w 

9 10 II 12 B+a A +d D+b C+c +w -w 

13 14 15 16 C+b D+c A +a B+d 

(1) (2-LI + L2) (3- W) 

A +c B C+d D+a 3 5 12 14 

D+d-w C+a B+c A+w 16 10 7 I 

B+a+w A +d D C+c-w 6 4 13 II 

C D+c A +a B+d 9 15 2 8 

(5) 

A A +a A +c A +d A+w A +a A +c A +d 

B B+a B+c B+d B B+a+w B+c B+d 

C C+a C+c C+d C C+a C+c-w C+d 

D D+a D+c D+d D D+a D+c D+d-w 

(6) (7) 

Fig. I. Constructing the general algebraic formula of a Magic square 4x4. 

The more simple construction of the additional table in comparison with the 
formula I (2) and the possibility of passing from the additional table to a Magic 
square suggest solving the analogous problems on constructing the 
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corresponding additional tables instead of solving the problems on constructing 
Magic squares. Further we shall always perform this replacement of one 
problem by another. 

It is easy to establish by algebraic methods l !, 13 that the general algebraic 
fonnula of Magic square of order 4 contains 8 parameters. Thus it has one 
parameter less than the two-component algebraic fonnula, presented in 
Fig. 1(2) with b = O. If one takes it into account, then there appears a natural 
possibility to seek a fonn for the general algebraic fonnula of a Magic square 
4x4 basing, namely, on this two-component algebraic fonnula. It seems7 that 
for introducing one more parameter in the algebraic fonnula I (2) one may add 
cell-wise this fonnula to the Magic square, shown in Fig. 1(3) {it can be easily 
counted that the Magic constant of this square equals zero}. Thus, the general 
algebraic fonnula of a Magic square 4x4 {see Fig. 1(4)} is obtained as a result 
of the mentioned operation. Therefore it may be written in the simple analytical 
fonn 

(1) 

By analysing Fig. 1(7), in which the general fonnula of Magic square 4x4 is 
presented as the additional table, one may conclude, that the availability of 
eight but not of seven parameters results in a substantial violation of the simple 
regularity existing for the elements of the additional table 1(6) and by this 
reason, changing the problem on constructing a Magic square 4x4 by that on 
constructing the corresponding additional table, will not result in a facilitation 
of its solution in the general case {passing from the additional table 1(7) to the 
general algebraic fonnula of the Magic square 4x4 1(4) one may realise by 
means of the classical square 1(5) in the way mentioned above for the additional 
table 1(6)}. 

3 A set of invariant transfonnations of a Magic square 4x4 

By means of rotations by 90 degrees and mappings relative to the sides one can 
obtain from any Magic square 4x4 seven more new ones {see Fig. 2, from which 
one can judge on changes of a spatial orientation of a Magic square on the basis 
of the changes in arrangement of the symbols A, B, C and D}. Besides for n 2: 4 
there exist such internal transfonnations (M-transjormations) of a Magic square 
nxn (pennutations of its rows and columns) by which the assigned set of 
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[n/2]{(2[n/2] - 2)!!} Magic squares nxn can be obtained7 from one square with 
regard for rotations and mappings, where the symbol all means the product of 
all natural numbers which, firstly, are not exceeding a, and, secondly, coincide 
with it in an evenness; [a] means the integer part of a. In particular, if the cells of 
any Magic square 4x4 are enumerated so, as it is shown in Fig. 2(9), and under 
M-transformations the specific permutations of the cells of the initial square are 
meant, then, in this case the all 4 possible M-transfonnations of a square 4x4 
can be represented in the fonn of four tables, depicted in Fig. 2(9 - 12). 

It is evident, that when studying Magic squares, constructed from the same 
set of elements, it is worthwhile, to consider the only squares which can not be 
obtained from each other by rotations, mappings and M-transfonnations. It is 
usually said about such a family of Magic squares, that it is assigned with 
regard for rotations, mappings and M-transformations. 

DODD 
(1) (2) (3) (4) 

DODD 
(5) (6) (7) (8) 

1 2 3 4 1 3 2 4 6 5 8 7 6 8 5 7 

5 6 7 8 9 11 10 12 2 1 4 3 14 16 13 15 

9 10 11 12 5 7 6 8 14 13 16 15 2 4 1 3 

13 14 15 16 13 15 14 16 10 9 12 11 10 12 9 11 

(lO-M-J 

Fig. 2. A set of invariant transformations of a Magic square 4x4. 
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4 The algorithm for constructing Magic squares from an arbitrary 16 numbers 

A complete set of Magic squares 4x4 from an arbitrarily given set of 16 
numbers with regard for rotations, mappings and M-transfonnations one may 
obtain by the following algorithm7: 

I. Calculate the sum of all 16 numbers of the given set and, having divided 
it into 4, obtain the value of the Magic constant S of the future Magic square 
4x4; 

2. Find all possible presentations of the number S in four different tenns 
each of them belonging to the given set of the numbers; 

3. If the number of various partitionings is not smaller than 14, then, using 
the obtained list of partitionings, form all possible various sets of four Magic 
rows, containing jointly 16 numbers of the given set; 

4. Among the sets of four rows, of the obtained list, find such pairs of the 
sets which satisfy the following condition: each row of the set has one number 
from various rows of the other set; 

5. It is possible to construct Magic squares 4x4 from the above mentioned 
pairs, if among the earlier found Magic rows (partitionings of the number S) 
one succeeds in finding the two rows such that 

- these rows do not contain identical numbers; 
- each row contains one by one number from various rows both of the first 

and the second set of the pair. 
When constructing Magic squares 4x4 from the obtained pairs of the sets 

consisting of four rows and the sets of the pairs of the rows corresponding to 
these pairs one should bear in mind that: 

- a four-row pair of sets (see point 4) gives a set of Magic rows and columns 
for a Magic square 4x4; 

- the found pairs of the rows (see point 5) are used for forming the Magic 
square diagonals; 

- if it is necessary to seek for Magic squares with regard for rotations, 
mappings and M-transfonnations, then each differing pair of rows, found for 
the given pair of sets consisting of four rows, can be utilised for construction of 
only one Magic square 4x4; 

- the algorithm can be easy realised as a computer program. 
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5 Constructing Magic squares from the structured set of 16 elements 

We shall say that a Magic square of order 4 possesses the structure (contains a 
structured set of elements) if it is possible to construct from its elements the 
eight various pairs of elements with the sum equal to 1!2 of the Magic square 
constant. For obtaining the structural pattern of a Magic square, it is sufficient 
to connect by lines each pair of the elements, forming this structure, directly in 
the Magic square. The other (implicit) way of representing the structural pattern 
of a Magic square 4x4 consists of the following: having chosen 8 various 
symbols we substitute each pair of numbers, forming the Magic square, by any 
symbol. As it has been proved by analytical methods5, with account for 
rotations, reflections and M-transformations none Magic squares 4x4 exist, 
which contains in its cells 8 even and 8 odd numbers and has structure patterns 
another than ones shown in the implicit form in Fig. 3(1 - 6). In reality7. 14 this 
statement is incorrect because for such Magic squares with respect of invariant 
transformations there exist 6 more new structure plots, depicted in Fig. 3(7 -
12). 

I 2 3 4 I 2 3 4 I 2 3 4 I 2 3 4 

5 6 7 8 5 6 7 8 5 6 7 8 I 2 3 4 

5 6 7 8 8 7 6 5 3 4 I 2 5 6 7 8 

I 2 3 4 4 3 2 I 7 8 5 6 5 6 7 8 

(I) (2) (3) (4) 

I 2 I 2 I 2 3 4 I 2 3 4 I 2 3 4 

3 4 3 4 I 5 6 4 3 5 6 2 5 6 I 7 

5 6 7 8 7 5 6 8 7 6 5 8 7 2 8 5 

7 8 5 6 7 2 3 8 4 7 8 I 8 6 4 3 

(5) (6) (7) (8) 

I I 2 2 I 2 3 4 I 2 3 4 I 2 3 4 

3 4 3 4 3 5 6 I 5 5 6 6 5 6 7 8 

5 6 7 8 7 7 8 8 4 7 8 3 6 4 8 I 

8 7 6 5 5 6 4 2 2 8 I 7 7 3 2 5 

(9) (10) (II) (12) 

Fig. 3. A complete set of possible structural patterns in a Magic square 4x4, 

depicted in the implicit form. 
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Basing on Fig. 3, for all structural patterns we shall construct a complete set of 
general structural analytical formulae. Thus, in this section we shall solve the 
problem on decomposing the general algebraic formula 1(4) in the structured 
ones. 

1. Here we present a simple method suitable for constructing general 
algebraic formulae of Magic squares possessing the structural pattern 3(1 - 4). 
Besides, we point out some singularities of these four general structured 
analytical formulae. 

As it has been established in Sect. 2 the general algebraic formula of a 
Magic square 4x4 may be represented, as the sum of the two diagonal Latin 
squares, formed by capital and small Latin letters {see Fig. 1(2)}, and the Magic 
square {Fig. 1(3)}, having a zero Magic constant. It turns out7 that general 
structured algebraic formulae, having structural patterns 3(1 - 4), can be 
obtained if the required conditions of a structuredness at the fixed structural 
pattern are written out separately for each of the 3 tables, forming the general 
algebraic formula 1(4). In particular, diagonal Latin squares 1(2) and the Magic 
square 1(3) will have structural patterns 3(1 - 4) at the following correlations 
between their parameters {for convenience, the numbers of the written systems 
of equations are chosen so that they are identical with the numbers of structural 
patterns, shown in Fig. 3, by which these equations have been derived}: 

l.A+C=B+D, 2.A+B=C+D, 3.A+D=B+C, 4.A+D=B+C, (2) 

c = a + d. a = c + d, c= a + d, a = c + d, 

e = O. e = O. e= O. 

Starting from the extracted system of equations (2) one can easily prove that: 
I) The cells of an algebraic formula having the structural pattern 3(1) 

contain two sequences involving elements of the following form: 

a) a( +e, a( +a, a( + a + d, a( +d, a( +b, a( + a + b + e, (3) 
a( + a + b +d, a1 + b + d; 

b) a2, a2 + a, ~ +a+d, a2 + d-e, a2 + b, a2 + a + b, 
a2 + a + b + d-e, a2 + b + d. 

One can see from a set of sequences (3) that the regularity existing between the 
symbols of an general algebraic formula, having structural pattern 3(1), is 
complicated due to the presence of the four elements containing the symbol e 
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at + b + 2c at+b a2 + c a2 + 2b + 3c 

a!+ b a2 +b+2c at +c at + 2b + 3c 

~+ b + 3c ~+b+c at +2b +2c at 

at + b +c at+b +3c ~+2b + 2c ~ 

(5) 

~ at +2b +c+ d at +c a2+2b + 2c+ d 

a2 +b at +b +2c+d at +b a2 +2c+d 

at+2b +2c+ d a2 +b ~ +b+2c+d at 

at + 2c +d ~+c a2 +2b+c+d at +2b 

(6) 

~+ b + 2c at+b ~ at +2c 

at + b + 2c ~+c at-b +c ~+2b 

at-b a2 +2b+c at + b + c ~+2c 

~+b at-b +2c ~+2b+2c at 

(7) 

at+2b ~+IOb at+4b ~+4b at +4b at+12b at+IOb at+16b 

~+b at+IOb ~+8b at+b at+llb at +8b at +6b at+l7b 

~+9b at ~+2b at+9b at+14b at +7b at+2lb at 

at+8b ~ at+6b ~+6b a t+13b at+15b at +5b at +9b 

(8) (10) 

at a!+8b ~ at+8b at+12b at+l6b at +4b at+lOb 

~+6b at+6b at+2b ~+2b at+14b at + 7b at+21b at 

at+5b ~+b ~+7b at+3b at+llb at +6b at +8b at+17b 

~+5b at+b at+7b ~+3b at +5b at+13b at +9b at+15b 

(9) (11) 

at +3b (at + aJ/2 + 3b (at +aJ/2-b ~+5b 

~+3b a2 + b at +5b at +b 

at +4b at ~+4b ~+2b 

a! (at + aJ!2 + 6b (at + aJ!2 + 2b at + 2b 

(12) 

Fig. 4. General algebraic formulae of a Magic square 4x4 
with structural patterns 3(5 - 12). 
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{as well as in the general algebraic formula of a Magic square 4x4 shown in 
Fig. 1(4)}. Consequently, the knowledge of the regularity existing between the 
elements of the general algebraic formula with structural pattern 3(1) can not be 
of help in creating a convenient and practical algorithm for constructing 
corresponding Magic squares {as well as for the general algebraic formula 
1(4)}. 

2) The general algebraic formulae having structural patterns 3(2 - 4) are 
decomposable in sums of two diagonal Latin squares {parameters band e are 
equal to zero). Hence, there is the simple regularity for the elements of 
additional tables of general algebraic formulae with structural patterns 3(2-
4) and, consequently, the 

problem on constructing such Magic squares 4x4 from a given structured set of 
16 elements is easy to solve by means of these three formulae. 

II. Taking into account that for structural patterns 3(1 - 4) there exists a 
simple method for constructing the general algebraic formulae (see point I) we 
present in Fig. 4 a set of 8 general algebraic formulae which possess only 
structural patterns of 3(5 - 12) {the form of representing these formulae is 
chosen so that it reveals the regularity existing between their elements}. 
Analysing the analytical formulae presented in Fig. 4 we may come to the 
following conclusions: 

I) among the all above formulae, the formulae 10 and II have the most 
simple structure: the set, consisting of their 16 elements, is completely defined 
by the first element of the sequence at and the value of the parameter b; 

2) the sets of the symbols, contained in the formulae 5, 6,7,8 and 9, may be 
represented in the form of the two identically constructed sequences consisting 
of 8 elements {the reader can himself get assured that the same holds true also 
for general algebraic formulae possessing structural patterns 3(2 - 4)}; 

3) there are two arithmetical sequences, each containing 6 terms and having 
the same progression difference in the formula 12. Thus, the complication of the 
regularity, governing the symbols forming the algebraic formula 12, is caused 
only by four of its elements {compare with the above information concerning 
the general algebraic formula possessing structural pattern 3( I)}. 

The main conclusion which may be drawn from the above written implies 
that for constructing Magic squares having the structural patterns 3(2 - 12) it is 
preferable to use the general algebraic formulae of Magic squares 4x4, 
corresponding to these structural patterns. 
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a( p( a( p( az a! P! P2 a) a) p) p) a. P. a. P. 
p( a( p( a( pz p, a2 a! p) p) a) a) P. P. a. a. 
p( a( p( a( P2 P! a2 a2 a) a) p) p) a_ a. P- P. 
a( p( a( p( az ~ P2 pz p) p) a) a) P- a_ P. a. 

(I)-A( 

as Ps Ps as a6 P6 P6 a6 a7 P7 a7 P7 Ga as Ps Ps 
Ps as as Ps a6 P6 P6 a6 a7 P7 a7 P7 as Ps as Ps 
as Ps Ps as P6 a6 a6 P6 P7 a7 P7 a7 Ps as Ps as 

Ps as as Ps P6 a6 a6 P6 P7 a7 P7 a7 Ps Ps as as 

(5)-As (6) -A6 (7)-A7 (8)-As 

C( c( t( t ( c2 tz Cz tl c) t) c) t) C. C. t_ t_ 

c( c( t( t( c1 Cz t2 tz t) c) t) c) t. C. t. C. 

t ( t ( c( c( t2 tz Cz c1 c) t) c) t) c_ t. C. t. 

t ( t ( c( c( t2 Cz tz Cz t) c) t) c) t_ t. C_ C_ 

(9)- C( (10)- Cz 

b( h( h( b( b! hz hz bz b) h) b) h) 

h( b( h( b( b2 hz bz hz h) b) b) h) 

b( h( b( h( hz bz hz bz b) h) h) b) 
h( b( b( h( hz bz bz hz h) b) h) b) 

(l3)-B( (\4) - Bz • (\5) - B) 

b. h, b_ h_ bs bs hs hs b6 b6 h6 h6 

b. h. h. b. hs bs bs hs b6 h6 h6 b6 
h. b. b. h. bs hs hs bs h6 b6 b6 h6 

h. b. h_ b. hs hs bs bs h6 h6 b6 b6 
(\7)- Bs (\8)-B6 

Fig. 5. A set of A-, B-, C-forms, suitable for constructing Magic squares 4x4. 
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6 Four-component algebraic formulae of Magic squares 4x4 

I. Four-component algebraicformulae of the classical Magic squares 4x4. Since a 
classical (Magic) square contains in its cells 16 different natural numbers N (I ::; 
N::; 16) then one may write4· 12 the formula for decomposing the number N in 5 
terms: 

N=8a+4b+2c+d+ I, (4) 

where the parameters a, b, c and d can assume only two values: either 0 or 1. By 
means of (4) any classical square 4x4 may be identically decomposed in 4 tables 
(a-, b-, C-, d-components) each of them containing 8 zeros and 8 units. From 
theoretical point of view4 there exist the only three groups of Magic squares: 

I) correct squares - all the decomposition tables are by themselves Magic 
squares: they have in all the rows, columns and in the two main diagonals by 2 
zeros and 2 units. Further such decomposition tables we shall denote as A-form. 

2) regular squares - at least one of the decomposition tables differs from 
correct one by existing at least one of the components of the formula, which is 
necessarily a regular one: each of its rows and columns contains by two zeros 
and two units, but this condition being not preserved for the main diagonal. 
Further such decomposition tables we shall denote as B-form if its both main 
diagonals contain 4 or 0 zeros (units) and C-form if its the main diagonals 
contain 1 or 3 zeros (units). 

3) irregular squares - at least one of the decomposition tables differs from 
correct and regular one by existing at least one of the components of the 
formula has one row or one column where the number of the same symbols of 
one kind is distinct from two. 

As it can be proved by analytical methods 
a) by using A-forms one may construct4• 12 the only II different algebraic 

formulae of correct Magic squares and with account for rotations and 
reflections7 the only 7 following 

AI A2 As A6, AI A2 A3 As, AI A3 As A 7, AI A2 A6 Ai' 

A2 A3 A6 A 7 , A3 As A6 A 7, A4 As A6 A g, 

(5) 

will be different among them, where A I - Ag forms are presented in Fig. 5( I - 8); 
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b) by using B- and C-forms one may construct4 with account for rotations, 
reflections and M-transformations the only 15 different algebraic formulae of 
regular Magic squares 

BCAA- BlClA~3' BlC2A lA4; (6) 

BCBA- BlClB2A 2 , BlClB~2' BlClB~J' BlClB~J' 

BlC2B~I' B lC2BsA4, B lC2Brr44; 

BCBB- BlClB2B3, BlClB2B4 , BlClB)B4 , BlC2B2Bs, 

BlC2B2B6, BlC2BsB6 , 

where Cl - C4 and B l - B6 forms are presented in Fig. 5(9 - 18). 
c) for classical squares 4x4 the complete set of four-component algebraic 

formulae consists of algebraic formulae of the only correct and regular Magic 
squares7 {see sets offormulae (5) and (6)}. 

2. Four-component algebraic formulae of generalised Magic squares. Denote, 
first, A-components of a correct Magic square 4x4 by the symbols F l , F2, FJ and 
F4; second, the trivial Magic square, whose 16 cells are filled with units, by the 
symbol E. As it follows from point 1, any correct classical square 4x4 can be 

represented as the sum of 5 tables (the first 3 tables should be multiplied by 8, 4 
and 2): 

(7) 

An algebraic generalisation of this notation is the expression 

(8) 

which represents the general recording form of a Magic square 4x4 

decomposable in the sum of the 4-th A-components. Since the numbers of a 
classical square 4x4 may be calculated from the formula (4), the formula (8) 

obviously permits to find the symbols contained in the cells of the generalised 
correct Magic square 4x4. In particular, there exist the following relations 

l-e, 

2-e +8, 

5-e+~, 

6-e+~ +8, 

9-e +(l, 

10 -e +(l +8, 
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13 -e +(l +~, 

14-e +(l +~ +8, 
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3 - e +cr, 7 - e +~ +cr, 11 - e +a +cr, 

4 - e+cr+o, 8 -e+~+cr+o, 12 -e+a+cr+o, 

15-e +a +~ +cr, 

16 -e+a+~ +cr+o. 

between natural numbers from 1 to 16 and the symbols of the generalised 
correct Magic square 4x4. 

Note that the cells of the table, shown in Fig. 6(1), contain a complete set of 
the symbols of the generalised correct Magic square 4x4. These symbols are 
arranged so that the first cell of the table contains the symbol e, the second one 
contains the symbols e + 0 and so on. Thus, the mentioned table is additional by 

the definition and permits to construct various algebraic formulae of the 
generalised correct Magic squares of the fourth order for the assigned correct 
classical squares 4x4. 

Change the form of recording the table 6(1) by introducing the new symbols 
g, h andfwith the correlations g = e +~, h = s +a,f= s +a +~. The new form of 

the table is shown in Fig. 6(3). The table 6(3) makes it clear that the rows of the 
initial additional table of the generalised correct Magic square 4x4 contain the 

sequences of four numbers formed by the same regularity. Let it be also noted, 
that the new table (as it may be easily verified) completely corresponds to the 
initial one only if between its parameters e, g, hand f the correlation e + f= g 

+ h is fulfilled. Thus, for constructing concrete examples of the generalised 
correct Magic squares it is necessary to continue the search for the indicated 
sequences involving four numbers until one finds among their first terms the 
two pairs of numbers having the same sum. 

For example, the generalised correct Magic square 4x4 may be formed from 

the following eight pairs of prime Fmmbers "the twins": 29, 31; 59, 61; 71, 73; 
101,103; 197, 199; 227, 229; 239, 241; 269, 271. 

The additional table, shown in Fig. 6(1) one also may use for constructing 
the algebraic formulae of the generalised regular Magic squares on the basis of 
the given classical squares 4x4. However, due to the fact that the condition of 

Magicity is not fulfilled on the diagonals of regular tables (see point 1) for 
obtaining algebraic formulae of Magic squares in this case one has to assign 
additional correlations between the parameters of the additional table. For the 
set (6) of regular formulae of the Magic square 4x4 these necessary correlations 

between the parameters of the additional table 6(1) have the form, depicted in 
Fig. 6(6). 
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e e+d e+e e+e+d 17 29 41 53 

e+b e+b+d e+b+e e+b+e+d 47 59 71 83 

e+a e+a+d e+a+e e+a+e+d 227 239 251 263 

e+a+J; e+a+b+d e+a+b+e e+a+b+e+d 257 269 281 293 

(I) (2) 

e e+d e+e e+e+d I 7 67 73 83 113 293 503 

g g+d g+e g+e+d 37 43 103 109 41 71 251 461 

h h+d h+e h+e+d 157 163 223 229 281 311 491 701 

f f+d f+e f+e+d 193 197 257 263 239 269 449 659 

(3) (4) (5) 

Components of formula Correlations 

a b e d between the parameters 

A A B C e= 2d, 

B C A A a = 2b, 

A B C A b = 2e, 

A B B C b=e+2d, 

B B C A a = b + 2e, 

B B B C a=e+b+2d. 

(6) 

Fig. 6. Examples of constructing additional tables for the generalised correct (1-5) and 
regular (2 - AABC, 4 - ABBC, 5 - BBBC) Magic squares 4x4. 

It is noteworthy, that for the given type of a four-component regular 
fonnula the set of the symbols, positioned in the cells of additional tables of the 
generalised regular Magic squares 4x4, does not depend upon the fonn of 
additional correlations between the parameters of the additional table 6(1), in 
other words, it does not depend on the position of the C-fonn in the a-, b-, C-, d­
decompositions of regular fonnulae. One can be immediately convinced in this 
by constructing on the basis of Fig. 6(1) all six additional tables for various 
algebraic formulae of the generalised regular Magic squares 4x4. Thus, if it is 
possible to construct one additional table for algebraic fonnulae of the type 
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AABC or ABBC from the given set involving arbitrary 16 numbers, then it is 
also possible to construct the other additional tables of Magic squares of the 
given type, distinct from the above constructed one by the form of additional 
conditions for the parameters of the table 6(1). With regard for the above 
stated, only 3 additional tables, filled with prime numbers, for which the reader 
is referred to Fig. 6(2, 4, 5), suffice for constructing a complete family of 
different regular Magic squares 4x4. 

1367 1468 2358 2457 2368 1467 2357 1458 
1457 1458 2368 2367 2367 1457 1358 2468 
1368 1467 2357 2458 2467 1357 1368 2458 
1358 2467 1357 2468 1367 1468 2358 2457 

(I) (2) 

1367 1458 2368 2457 1367 2368 1458 2457 
1457 1468 2358 2367 2367 2358 1468 1457 

1358 1467 2357 2468 2468 2357 1467 1358 
1368 2467 1357 2458 1368 1357 2467 2458 

(3) (4) 

1367 1468 2358 2457 1368 2367 2458 1457 

1467 1458 2368 2357 1367 2358 2467 1458 
1358 1457 2367 2468 2468 1358 1467 2357 
1368 2467 1357 2458 2368 1357 1468 2457 

(5) (6) 

Fig. 7. Examples of irregular four-component algebraic formulae of Magic squares 4x4. 

In conclusion of this section we would like to draw attention that with 
regard for rotations, mappings and M-transformations there exist7 81 irregular 
four-component algebraic formulae of Magic squares 4x4. For instance, 6 
formulae of such type are presented in Fig. 7 {for splitting the formulae, shown 
in Fig. 7, in four components, it suffices to retain in the formulae, at first, only 
the digits 1 and 2 (1st component), and then, only the digits 3 and 4 (2nd 
component), etc.}. Hence, the solution of the problem on decomposing the 
general algebraic formula I (4) into a complete set of the four-component ones 
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has following form: there are 7 formulae for correct Magic squares 4x4 {with 
account for rotations and reflections}, 15 and 81 formulae correspondingly for 
regular and irregular Magic squares 4x4 {with account for rotations, mappings 
and M-transformations}. Thus, it is the main conclusion of this section that the 
complete set of four-component analytical formulae of Magic squares 4x4 can 
not simplify the solution of the problem on constructing Magic squares 4x4 
from an arbitrary given set of 16 numbers but it can make so for constructing 
the generalised correct and regular Magic squares 4x4. 

7 Summary 

As it have been demonstrated in this paper discussed Smarandache type 
question - whether a possibility exists to construct the theory of Magic squares 
without using properties of concrete numerical sequences - has the positive 
answer. However, to construct this theory for Magic squares 4x4 in size, the 
new type of mathematical problems was necessary to introduce. Indeed, in 
terms of algebra, any problems on constructing Magic squares without using 
properties of concrete numerical sequences may be formulated as ones on 
composing and solving the corresponding systems of algebraic equations. Thus, 
algebraic methods can be applied for 

a) constructing the algebraic formulae of Magic squares; 
b) finding the transformations translating an algebraic formula of a Magic 

square from one form into another one; 
c) elucidating the general regularities existing between the elements of 

Magic squares; 
d) finding for an algebraic formula of a Magic square, containing in freely 

chosen parameters, the equivalent set consisting of L algebraic formulae each 
containing the number of freely chosen parameters less than m. 

The new for algebra the type of mathematical problems is presented in 
points (b) - (d). It is evident that without introducing these problems the 
algebraic methods are not effective themselves. For instance, in the common 
case (see Sect. 2) the general formula of Magic square 4x4 can not simplify the 
solution of problems on constructing Magic squares 4x4 from an arbitrary 
given set of 16 numbers. In particular, even when solution of discussed 
problems is sought by means of a computer, in calculating respect it is more 
preferable for obtaining the solution to use algorithm, described in Sect. 4, than 
one, elaborated on the base of the general formula of Magic square 4x4. But by 
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means of decomposing the general algebraic formula of Magic squares 4x4 into 
complete sets of a defined type of analytical formulae one may decrease the 
common amount of freely chosen parameters in every such formula and, 
consequently, substantially simplify the regularity existing for the elements of 
every formula. In other words, for constructing Magic squares 4x4 from an 
arbitrary given set of 16 numbers there appears a peculiar possibility of using 
the set algebraic formulae with more simple structure instead of use one 
complex algebraic formula Magic square 4x4. 
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Palindromic Numbers And Iterations of the 
Pseudo-Smarandache Function 
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In his delightful little book[l] Kenichiro Kashara introduced the Pseudo-Smarandache 
function. 

Delmition: For any n ~ 1, the value of the Pseudo-Smarandache function Zen) is the 
smallest integer m such that n evenly divides 

m 

L- k. 
k=l 

And it is well-known that the sum is equivalent to m(~+l) . 

Having been defmed only recently, many of the properties of this function remain to be 
discovered. In this short paper, we will tentatively explore the connections between Zen) 
and a subset of the integers known as the palindromic numbers. 

Definition: A number is said to be a palindrome if it reads the same forwards and 
backwards. Examples of palindromes are 

121,34566543, 1111111111 

There are some palindromic numbers n such that Zen) is also palindromic. For example, 

Z(909) =404 Z(2222) = 1111 

In this paper, we will not consider the trivial cases of the single digit numbers. 

A simple computer program was used to search for values of n satisfying the above 
criteria The range of the search was, 10 ~ n ~ 10000. Of the 189 palindromic values 
of n within that range, 37, or slightly over 19%, satisfied the criteria. 

Furthennore it is sometimes possible to repeat the function again and get another 
palindrome. 

Z(909) = 404, Z(404) = 303 

and once again, a computer program was run looking for values of n within the range 



1 :s; n :s; 10,000. Of the 37 values found in the previous test, 9 or slightly over 24%, 
exhibited the above properties. 

Repeating the program again, looking for values of n such that n, Zen), Z(Z(n)) and 
Z(Z(Z(n))) are all palindromic, we find that of the 9 found in the previous test, 2 or 
roughly 22%, satisfy the new criteria. 

Definition: Let Zk(n) = Z(Z(Z( ... (n)))) where the Z function is executed k times. For 
notational purposes, let ZO(n) = n. 

Modifying the computer program to search for solutions for a value of n so that n and all 
iterations Zi(n) are palindromic for i = 1,2,3 and 4, we find that there are no solutions in 
the range 1 :s; n :s; 10,000. Given the percentages already encountered, this should not 
be a surprise. In fact, by expanding the search up through 100,000 one solution was 
found. 

Z(86868) = 17271, Z(17271) = 2222, Z(2222) = 1111, Z(1111) = 505 

Since Z(505) = 100, this is the largest such sequence in this region. 

Computer searches for larger such sequences can be more efficiently carried out by using 
only palindromic numbers for n. 

Unsolved Question: What is the largest value ofm so that for some n, Zk(n) is a 
palindrome for all k = 0, 1,2, ... ,m? 

Unsolved Question: Do the percentages discussed previously accurately represent the 
general case? 

Of course, an affirmative answer to the second question would mean that there is no 
largest value of m in the first. 

Conjecture: There is no largest value of m such that for some n, Zk(n) is a palindrome 
for all k = 0, 1,2,3, ... ,m. 

There are solid arguments in support of the truth of this conjecture. Palindromes tend to 
be divisible by palindromic numbers, so if we take n palindromic, many of the numbers 
that it divides would also be palindromic. And that palindrome is often the product of two 
numbers, one of which is a different palindrome. Numbers like the repunits, 11 ... 111 
and those with only a small number of different digits, like 1001 and 505 appeared quite 
regularly in the computer search. 
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Computational Aspect of Smarandache's Function 

Sabin Tabirca Tatiana Tabirca 

Abstract: The note presents an algorithm for the Smarandache's function computation. The 

complexity of algorithm is studied using the main properties of function. An interesting inequality is 

found giving the complexity of thefunction on the set {1.2 •...• n}. 

1. Introduction 

In this section, the main properties of function are reviewed. The Smarandache's 

function notion reported for the fIrst time in [1]. The main results concerning the 

function can be found in [1], [2]. 

The function S:N ~ N defined by Sen) = min{klk!:n} is called Smarandache's 

function. This concept is connected with the prime number concept, because using the 

prime numbers an expresion for the function is given. The important properties that 

are used in this paper, are showed bellow. 

1. For all n EN, the inequality S (n) 5; n is true. When n is a prime number, the 

equality is obtained. 

2. If n = pk, . pkl. .pk. 
I 2 ••• m is the prime number decomposition then 

Sen) = max {S(P;' ),S(p;l ), ... ,S(p!-)} . 

3. The inequality S(pk) 5; p' k is true, if p is a prime number. 

(1) 

(2) 

A lot of conjectures or open problems related ot the Smarandache's function appear in 

the number theory. Several such problems have been studied using computersand 

reported in relevant literature, e.g.[3], [4]. Using the computer 



2. An Algorithm for the Smarandache function 

In the following, an algorithms for computing the function S is presented The main 

idea of the algorithm is to avoid the calculations of factorial, because the values of 

nl, for n> 1 0 are a very big number and cannot be calculated using a computer. 

Let (x k ) k~l a sequence of integer numbers defmed by x k = k! mod n, ('iI)n > 0 . Using 

the defmition of sequence, the following equations can be written: 

• Xl = 1 (3) 

• Xk+l =(k+l)!modn=(k+l)k!modn=(k+l)xk modn. (4) 

Based on the linear equation (4), S can be calculated as 

Sen) = rnin{klk!:n} = rnin{klxk = O} . 

The algorithm for S(n) performs the computation of Xl> X 2 , ••• , X k until the 0 value is 

found. The PASCAL description of this algorithm is given bellow. 

function S(n:integer):integer; 

var 

k,x:integer; 

begin 

x:=l;k:=l; 

while x<>O do 

begin 

x:=x*(k+l) mod n; 

k:=k+l; 

end; 

s:=k; 

end; 

An analysis for the complexity of algorithm is presented in the following. The work­

case complexity and the average complexity are studied. 
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Theorem 2.1 

then the complexity of the algorithm for computing Sen) is 

Proof 

The algorithm computes the value Sen) generating the sequence Xl ,X2 , •.• ,XS(n). The 

number of operation has the complexity O(S(n)). 

Based on (l) and (2), the following inequality holds 

Sen) = max{S(Pt' ),S(p;' ), ... ,S(p!-)} ~ max{Plk p P2 k2 '· •• ,Pmkm} . (5) 

Therefore, it can be concluded that the complexity of computing Sen) is 

O(max{Plkp p 2kp ···,Pmkm}) . 

Other aspect of complexity is given by the average operations number. Assume the 

value S(k) is generated, where k is a number between I and n. This value can be 

computed with S(k) operations. Therefore the process takes S(l) operations for the 

value SCI), S(2) operations for the value S(2), ... ,a.s.o. The average of the numbers 

operations is S = ..!.. I SCi) and gives an other estimation for the complexity of 
n i=l 

algorithm. 

In the following, a possible upper bounds for S are sought. Obviously, S verifies the 

simple inequality 

- I 11 I 11 n+l I I 
S=-LS(i)~-l>=-=-n+- . 

n i~l n i=l 2 2 2 

Inequality (6) can be improved using the strong inequalities for Sri). 

Lemma 2.I. 

If i> 2 is an integer number the following inequalities hold 

L S(2i)+S(2i+ l)~i+ I. 

2. S(2i-1)+S(2i)~i-1. 

Proof 
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Assuming i> 2 folow S(2i) 5 i. Applying this result both inequality are true. 

Based on lemma 2.1, we can found an upper bound for the S better than in (6). 

Theorem 2.2 

If - ., b th th· ual' -S 1 ~ S(') 3 1 2. n>;) IS a lfiteger num er en e lfieq Ity = - L.. z::5 -n + - + - IS true. 
n ;=1 8 4 n 

Proof 

Two cases are considered to prove the inequality. 

Case 1: n=2m 

n ~2 nn 

nS = IS(O = I [S(2i -1) +S(2i)) = SCI) + S(2) +S(3) + S(4) + I [S(2i -1) + S(2i)) 
i=1 i=3 

Based on (8) it can be derived that 

nIl nil n/2 3 n 
nS = 9+ I [S(2i -1) +S(2i))::5 9+ I(3i -1) = 2+ I(3i -1) = 2 +-~(-+ 1) -~= 

i=3 iaJ i=1 2 2 2 2 

3nn n 3,1 
=2+--(-+1)--=-n- +-n+2. 

22 2 2 8 4 

- 3 1 2 
Dividing by n, we obtain the inequality S::5 - n + - + -. 

8 4 n 
(9) 

Case 2: n=2m+l 

n (n-I)/2 (n-I)12 

nS= ISU)=S(l)+ I[S(2i)+S(2i+1)]=S(2)+S(3)+S(4)+S(5)+ I[S(2i)+S(2i+l)) 
;=1 ;=1 ;=3 

Using (7), it is found 

- (n-I)/2 (n-I)/2 (n-I)/2 3 n -1 n + 1 n - 1 
nS = 14+ I [S(2i) +S(2i + 1)) ~ 14+ I(3i +1) = 3+ I(3i + 1) = 3+---+- = 

;~3 ;~3 ;=1 2 2 2 2 

3 2 n-l 3 2 1 17 - 3 1 17 
=3+ g (n -1)+-2-=gn +2"n+ S ·Thus,S::5 g n+2"+8n· (10) 

F (9 d ( 0) .. ~ d -S 3 . {I 2 1 17} 3 1 2 rom ) an 1 ,It IS lOun ::5 - n + rom - + -, - + - ::5 - n + - + -. 
8 4 n 2 8n 8 4 n 

3. Final Remarks 
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1. Based on theorem 2.2 we can say that the average operations number for 

312 
computing the Smarandache's function is less than -n + - + -. 

8 4 n 

2 Th d 3 1 2. . th . b d 1 1 . e upper boun - n + - + - unproves e previOus oun - n + - . 
8 4 n 2 2 

3. The improving process can be extended using other sort of inequalities give the 

prime numbers 2 and 3. A lemma as similar as lemma 2.1 fInds the upper bounds 

the sum of sixth consecutive terms of Smarandache' s function. 

4. Using the algorithm for computing the function S, the Smarandache's function can 

be tabulated. The values S(I), ... ,S(n) for all n <5000 can be found. The algorithm 

should be reviewed to be able to compute the Smarandache function for the big 

numbers. 
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In this paper we study the properties of some six numerical Smarandache 
sequences. As result we present a set of analytical formulae for the computation 
of numbers in these Smarandache series and for constructing Magic squares 
3x3 in size from k-truncated Smarandache numbers. The examples of Magic 
squares 3x3 in size of six Smarandache sequences are also adduced. 

1 Introduction 

In this paper some properties of six different Smarandache sequences of the 1st 
kind l are investigated. In particular, as we stated, the tenns of these six 
sequences may be computed by means of one general recurrent expression 

(1) 

where all - n-th number of Smarandache sequence; <p(n) and ljI(aJ - some 
functions; (j - an operator. For each of six Smarandache sequences, 

determined by (I), we adduce (see Sect. 2 and 3) 
a) several first numbers of the sequence; 
b) the concrete fonn of the analytical fonnula (I); 
c) the analytical fonnula for the calculation of n-th number in the sequence; 
d) a set of analytical fonnulae for constructing Magic squares 3x3 in size 

from k-truncated Smarandache numbers; 
e) a few of concrete examples of Magi~ squares 3x3 in size from k-truncated 

Smarandache numbers. 



2 Analytical fonnulae yielding Smarandache sequences 

1. Smarandache numbers of Sl-series. If <pen) = n +1, cr = I and ljI(an) = Ug(n + 
1)]+ I then of (1) the following series of the numbers, denoted as Sl-series, is 
generated 

1, 12, 123, 1234, 12345, 123456, ... 

The each number of 

[\g(k+O,5)] . 
L = -I + I (k+l-l<Y), 

j=O 

(2) 

(3) 

corresponds to each number ak of series (2), where the notation "Ug(y)]" means 
integer part from decimal logarithm of y. By (3) it is easy to construct the 
analytical fonnula for the calculation of n-th number in the Sl-series: 

n . 
an = 10Xn I(i / lOXI) • 

;=1 

By expressions 

(4) 

AO an = 1234 ... {n-l)n; A-I a. =234 ... {n-l)n; 1\-2 an =34 ... (n-l)n; (5) 

we introduce the operat~r A -k {the operator of k-truncating the number an = 

1234 ... (n-l)n}. Since 

(6) 

it is evident that by the operator A -k from the numbers of Sl-series one may 

produce the series of the natural numbers. And, vice versa, if the operator 

A +k {the operator of k-extending the number n} is introduced: 

AO n = n; A+1 n = (n-l)n; A+2 n =(n-2)(n-l)n; ... (7) 
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then from the series of the natural numbers one may obtain the numbers of Sl­
series: 

(8) 

It is evident that 

a) the operators A +k and A -k are connected with each to other. Therefore 

one may simplify their arbitrary combinations by the mathematical rule of the 
action with the power expressions {for instance, A +2A-7 A +3= A +2-7+3=A-2}. 

b) apart from operators of k-truncating and k-extending of numbers from 
the left {see (5) and (7)} one may introduce operators of k-truncating and k­
extending of numbers from the right {for instance, (A-2 12345) = 345, but 
(12345 A-2) = 123}; 

c) by means of operators of k-truncating and k-extending of numbers from 
the right one may represent the different relations existing between the numbers 
of Sl-series {for instance, an = (a n-! A +1) = (a n+! A-I) and so on}. 

2. Smarandache numbers of Sz-series. If cp(n)=n+ I; cr = y - the operator of 
mirror-symmetric extending the number a [(n+!)/2] of Sl-series from the right 

with I-truncating the reflected number from the left, if n is the odd number, and 
without truncating the reflected number, if n is the even number; ",(aJ = 
[ Ig([(n+ 1)12] + I) ] + I, then of (I) the following series of the numbers, denoted 
as Sz-series, is generated 

I, II, 121, 1221, 12321, 123321, 1234321, ... (9) 

The analytical formula for the calculation of n-th number in the Sz-series has 
the form 

[n/2] x. [Igi] [(n+!)/2] d 
an = 2: i 10 ,- + 2: i 10 , 

i=! i=! 
(10) 

where d = 1 + X[(n+!)/2] + X[n/2] - Xi· 

3. Smarandache numbers of S3-series. If cp(n) = n+ 1; cr = y - the operator of 
mirror-symmetric extending the number an of Sl-series from the left with 1-
truncating the reflected number from the right; ",(aJ = Ug(n + I)] + I, then of 
(1) the following series of the numbers, denoted as S3-series, is generated 
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1, 212, 32123, 4321234, 543212345, 65432123456, ... (11) 

The analytical formula for the calculation of n-th number in the S)-series has 
the form 

an = IOXn d:(ilOXi )110[1gi] + ~i110Xi}. 
i=2 i=1 

(12) 

4. Smarandache numbers of S4-series. The series of the numbers 

I, 23, 456, 7891, 23456, 789123, 4567891, ... (13) 

we denote as S4-series. It is evident that the series of the numbers (13) is 
obtained from the infinite circular chain of the numbers 

(123456789)(123456789) ... (123456789) ... (14) 

by means of the proper truncation from the left and the right. The analytical 
formula for the calculation of n-th number in the S4-series has the form 

n-l . 1 
an = IOn L {I + d - 9 [d /9)}110Z+ , d= i + n (n-l)!2. (15) 

i=O 

5. Smarandache numbers of S,series. The series of the numbers 

1, 12, 21, 123, 231, 312, 1234, 2341, 3412, 4123, 12345, ... (16) 

we denote as Ss-series. By (3) it is easy to construct the analytical formula for 
the calculation of n-th number in the Ss-series: 

an = f(flOd ), z=[(J8n-7-1)!2], 
i=1 

(17) 

d = Xz - Xi - (X: + 1)[(Xz - X;)/(X: + I)], t = -1 + n - z(z-I)!2. 

6. Smarandache numbers of S6-series. The series of the numbers 

12, 1342, 135642, 13578642, 13?79108642, ... (18) 
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we denote as S6-series. The analytical formula for the calculation of n-th 
number in the S6-series has the form 

an = {101+2(X2n /2] I(2i -1)1 10[X2i-1 /2 ] + I2i 1O[X2i 12l} I lO[lg 2nl. 

i=l i=l 
(19) 

3 Magic squares 3x3 in size from k-truncated Smarandache numbers 

1. Magic squares 3x3 in size/rom k-truncated numbers 0/ SI-series. By analysing 
numbers an of SI-series one can conclude that it is impossible to construct an 
arithmetical progression from any three numbers of SI-series. ConsequentIy2, 
none Magic square 3x3 in size can be constructed from these numbers. 
However, one may truncate number an of SI-series from the left orland the 

right by means of the operator A -k (5). Therefore there is a possibility to 
construct the Magic squares 3x3 in size from truncated numbers of SI-series. In 
particular, the analytical formula for constructing such Magic squares is 
adduced in the Fig. 1(1). If in the formula 1(1) the parameters n, r, p and q 
take, for instance, the following values: 

a) n = 7, r = 14, p = I and q = 3, then it generates the Magic square 3x3 
shown in the Fig. 1 (2); 

b) n = 4, r = 0, p = I and q = 3, then the numerical square 3x3, shown in 
the Fig. 1(3), is yielded - the square 1(3) is not Magic, but it can be easy 
transformed to one by means of revising three numbers marked out by the dark 
background {the revised square see in Fig. 1 (3')}; 

c) n = 4, r = 7, p = 1 and q = 3, then the numerical square 3x3, shown in 
the Fig. 1(5), is yielded - the square 1(5) also is not Magic, but it can be easy 
transformed to one by means of revising just one number marked out by the 
dark background {the revised square see in Fig. 1 (5')} . 

By analysing the squares, shown in the Fig. 1(3) and 1(5), it can be easy 
understood that the analytical formula 1(1) does not hold true only in such 

cases when natural numbers, being components of numbers A -k an, have 
different amount of digits. To obtain the Magic square in this case, one is to 
correct the defects of the square generated by formula 1(1) {as it made, for 
instance, in Fig. 1(3') and 1(5') for squares 1(3) and 1(5)}, or to change the 
values of parameters n, r, p and/or q correspondingly. 
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A -r-p-2q a 
n+r+p+2q 

A -r a 
n+r 

A -r-2p-q a 
n+r+2p+q 

A -r-2p a 
n+r+2p 

A -r-p-q a 
n+r+p+q 

A -r-2q a 
n+r+2q 

A -r-q a 
n+r+q 

A -r-2p-2q a 
n+r+2p+2q 

A -r-p a 
n+r+p 

(1) 

22232425262728 15161718192021 20212223242526 

17181920212223 19202122232425 21222324252627 

18192021222324 23242526272829 16171819202122 

(2) 

liJiili 1234 6789 38 10 30 

3456 5678 ~ .:~ :- ""~ 18 26 34 

4567 ~ 2345 22 42 14 

(3') (4) 

15161718 891011 13141516 15161718 891011 13141516 

10111213 12131415 14151617 10111213 12131415 14151617 

11121314 9101112 11121314 =--~ ~37t&_' 9101112 

(5) (5') 

(r + P + 2q) n +n(n+l)/2 rn + n(n+I)/2 (r + 2p + q) n + n(n+ 1)/2 

(r + 2p) n + n(n+I)/2 (r+ p +q) n + n(n+l)/2 (r + 2q) n + n(n+ 1)/2 

(r + q) n + n(n+l)/2 (r + 2p + 2q) n + n(n+l)/2 (r + p) n + n(n+l)/2 

(6) 

Fig. I. Constructing Magic squares 3x3 from k-truncated numbers of Sl-series. 
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It should be noted that the proper replacement of numbers A -k an in 

squares 1(2), 1(3) and 1(5) by the sum of digits of natural numbers, being 

components of A -k a., gives three different Magic squares 3x3. For instance, 

the Magic square, obtained by such way from square 1(3), is depicted in 
Fig. 1(4). The explanation of this curious fact can be found in Fig. 1(6), 
presenting the analytical formula of Magic square 3x3, which is obtained 
directly from the formula 1(1) by means of the mentioned way. 

2. Magic squares 3x3 in size/rom k-truncated numbers 0/ S2-series. To apply 
the methods, elaborated in point I, for constructing Magic squares 3x3 from 
numbers of Sz-series {see (9)}, we divide a set of S2-series numbers into two 
different subsequences: 

I) al=l, az=121, a3=12321, a4=1234321, ... 
2) bl=ll, b2=1221, b3=123321, b4=12344321, ... 
By adding to the all elements of the analytical formula 1(1) from the right 

the operator A -k , having the same form as one located from the left, we obtain 
the new formula of the Magic square 3x3. This formula allows easy to construct 
examples of Magic squares 3x3 both from numbers of the first subsequence {see 
Fig. 2(l)} and from numbers of the second subsequence {see Fig. 2(2)}. 

171819191817 101112121110 151617171615 

121314141312 141516161514 16171818li16 

131415151413 181920201918 111213131211, 

(I) 

17181920191817 10111213121110 15161718171615 

12131415141312 14151617161514 16171819181716 

13141516151413 18192021201918 11121314131211 

(2) 

Fig. 2. Constructing Magic squares 3x3 from k-truncated numbers of S2-series. 
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3. Magic squares 3x3 in size from k-truncated numbers of S3-series. By 
comparing numbers of S3-series {see (II)} and S2-series {see point 2} with each 
to other one can conclude that numbers of S3-series resemble numbers of the 
first subsequence of S2-series and distinguish from them on the order of the 
natural numbers movement. The example of the Magic square 3x3 from 
numbers of S3-series is presented in Fig. 3. This square is constructed by means 

of methods described in point 1 and 2. Thus, in spite of the mentioned 
difference between numbers of S3-series and S2-series, the methods, discussed 
above, can be applied for solving problems on constructing Magic square 3x3 
from numbers of S3-series. 

201918181920 131211111213 181716161718 

151413131415 171615151617 191817171819 

161514141516 212019192021 141312121314 

Fig. 3. Constructing Magic squares 3x3 from k-truncated numbers of S3-series. 

4. Magic squares 3x3 in size from k-truncated numbers of S4-series. In 

contrast to considered Smarandache sequences the digit 0 is absent in numbers 
of S4- series. Besides, the order of the movement for digits 1, 2, ... , 9 can not be 

changed and after digit 9 can be the only digit 1. These peculiarities of numbers 
of S4- series make too difficult the solving problems on constructing Magic 

square 3x3. It is evident that by using A -k -operator one can easy construct 

classical square 4(1) {the Magic square of natural numbers from 1 to 9}. Since 

by means of A -k -operator such square can be constructed from numbers of 

any Smarandache sequence {for instance, see (6)}, the example of the square 
4(1) is banal. The example of the Magic square 3x3, presented in Fig. 4(2, 3), is 

less trivial. 

8 1 6 a A -2 a A-I I a 3 4 
78 1 56 

3 5 7 a
2 a

3 
A-I A -2 A-3 a

7 
23 45 67 

4 9 2 A -I a 5 A -2 A -I a A-I 
4 

A -3 a 6 A -I 34 89 12 

(I) (2) (3) 

Fig. 4. Constructing Magic squares 3x3 from k-truncated numbers of S4-series. 
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5. Magic squares 3x3 in size from k-truncated numbers of S5-series. As 

compared with another Smarandache sequences of the 1st kind the numbers of 
S5-series {see (16)} have the following peculiarity: the circular permutation of 
natural numbers is allowed in them. The analytical formula of Magic square 
3x3, presented in Fig. 5(1), is just constructed with taking into account the 
pointed peculiarity of discussed numbers. Examples of the Magic square 3x3, 
obtained from formula 5(1) at n = 2, 3 and 4, are depicted in Fig. 5(2, 3, 4) 
correspondingly. By analysing these squares it is easy to find more simple form 
of the analytical formula 5(1) {see Fig. 5(5), where a n-\ is the (n -I)th number 

of SI-series, M is general amount of digits in the number a n-\}. 

A -7 
a n(n+IS)/2 + 2\ a n(n+\)/2 A -5 a 

n(n+\\)/2 + 10 

A -2 
a n(n+5)/2 + \ 

A-4a 
n(n+9)/2 + 6 

A-6 a n(n+13)/2 + 15 

A -3 
a n(n+7)/2 + 3 

-8 
A a n(n+17)/2 + 28 

A -la 
n(n+3)/2 

(I) 

91 21 71 1012 312 812 11123 4123 9123 

41 61 81 512 712 912 6123 8123 10123 

51 101 31 612 IIl2 412 7123 12123 5123 

(2) (3) (4) 

(n+7) 10 M + a n-\ nlO M + a 
n-\ (n+5)IO M + a n-\ 

(n+2)10 M + a n-\ (n+4) 10 M + a n-I 
- M 
(n+6)IO + a n-\ 

(n+3)10 M + a n-\ (n+8)IO M + a n-I (n+I)IO M + a n-\ 

(5) 

Fig. 5. Constructing Magic squares 3x3 from k-truncated numbers of Ss-series. 
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6. Magic squares 3x3 in sizeJrom k-truncated numbers oj S6-series. Numbers 
of S6-series {see (l8)} resemble both numbers of the first subsequence of S2-
series and numbers of SJ-series {see points 2 and 3} .The example of the Magic 
square 3x3 from numbers of S6-series is presented in Fig. 6. This square is 
constructed by means of methods described in points I - 3. Thus, in spite of 
the mentioned difference between numbers of S6-series and S2-' SJ-series for 
solving problems on constructing Magic square 3x3 from numbers of S6-series 
the methods, discussed above, can be applied. 

2527293132302826 1113151718161412 2123252728262422 

1517192122201816 1921232526242220 2325272930282624 

1719212324222018 2729313334323028 1315171920181614 

Fig. 6. Constructing Magic squares 3x3 from k-truncated numbers of S6-series. 
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Perfect Powers in Smarandache Type Expressions 

Florian Luca 

In [2] and [31 the authors ask how many primes are of the Smarandache 
form (see [10]) xY + yX, where gcd (x, y) = 1 and x, y ~ 2. In [6] the author 
showed that there are only finitely many numbers of the above form which 
are products of factorials. 

In this article we propose the following 

Conjecture 1. Let a, b, and c be three integers with ab i= O. Then the 
equation 

with x, y, n ~ 2, and gcd (x, y) = 1, 

has finitely many solutions (x, y, z, n). 

We announce the following result: 

Theorem 1. The "abc Conjecture" implies Conjecture 1. 

The proof of Theorem 1 is based on an idea of Lang (see [5]). 

(1) 

For any integer k let P(k) be the largest prime number dividing k with 
the convention that P(O) = P(±l) = 1. We have the following result. 

Theorem 2. Let a, b, and c be three integers with ab i= O. Let P > a 
be a fixed positive integer. Then the equation 

with x, y, n ~ 2, gcd (x, y) = 1, and P(y) < P, (2) 

has finitely many soLutions (x, y, z, n). Moreover, there exists a com­
putable positive number C depending only on a, b, c, and P such that all 
the solutions ,of equation (2) satisfy max (x, y) < C. 

The proof of theorem 2 uses lower bounds for linear forms in logarithms 
of algebraic numbers. 

Conjecture 2. The only solutions of the equation 

with x, y, n ~ 2, Z > 0, gcd (x, y) = 1, (3) 

are (x, y, Z, n) = (3, 2, 1, n). 

We have the following results: 

Theorem 3. The equation 

with x, y ~ 2, and gcd (x, y) = 1, (4) 

has finitely many soLutions (x, y, z) with 2 I xV. Moreover, all such solutions 
satisfy max (x, y) < 3.10143 . 



The proof of Theorem 3 uses lower bounds for linear forms in logarithms 
of algebraic numbers. 

Theorem 4. The equation 

(5) 

has no solutions (y, z, n) such that y is odd and n > l. 

The proof of theorem 4 is elementary and uses the fact that Z[iJ2] is 
an UFD. 

2. Preliminary Results 

We begin by stating the abc Conjecture as it appears in [5]. Let k be a 
nonzero integer. Define the radical of k to be 

No(k) = II P (6) 
plk 

Le. the product of the distinct primes dividing k. Notice that if x and yare 
integers, then 

No(xy) ~ No(x)No(y), 

and if gcd (x, y) = 1, then 

No(xy) = No(x)No(y). 

The abc Conjecture ([5]). Given e > 0 there exists a number G(e) 
having the following property. For any nonzero relatively prime integers 
a, b, c such that a + b = c we have 

max(lal, Ibl, leI) < G(e)No(abc)1+e. 

The proofs of theorems 2 and 3 use estimations of linear forms in logarithms 
of algebraic numbers. 

Suppose that (1, ... , (l are algebraiC numbers, not 0 or 1, of heights not 
exceeding AI, ... , Al, respectively. We assume Am 2: ee for m = 1, ... , 1. 
Put n = logAl ... logAl. Let F = Q[(l, ... , (l]. Let nl, ... , nl be integers, 
not all 0, and let B 2: max Inml. We assume B 2: e2 • The fo1l0wing result 
is due to Baker and Wiistholz. 

Theorem BW ([1]). If (~l ... (~I =/: I, then 

1(~1 ... (~I _ 11 > ~ exp( -(16([ + l)dF )2(l+3) n log B). (7) 

In fact, Baker and Wiirtholz showed that if log (1, ... , log(l are any 
fixed values of the logarithms, and A = n1log (1 + ... + nllog (l =/: 0, then 

log IAI > -(16IdF )2(l+2)n log B. 
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Now (7) follows easily from (8) via an argument similar to the one used by 
Shorey et aI. in their paper [9]. 

We also need the following p-adic analogue of theorem BW which is due 
to Alf van der Poorten. 

Theorem vdP ([7]). Let 1r be a prime ideal of F lying above a prime 
integer p. Then, 

We also need the following two results. 

Theorem K ([4]). Let A and B be nonzero rational integers. Let 
m ~ 2 and n ~ 2 with mn ~ 6 be rational integers. For any two integers x 
and y let X = ma.x (lxi, Iyl). Then 

P( AxTn + Byn) > C (log2 X log3 X) 1/2 (10) 

where C > 0 is a computable constant depending only on A, B, m and n. 

Theorem S ([8]). Let n > 1 and A, B be nonzero integers. For integers 
m > 3, x and y with Ixl > 1, gcd (x, y) = I, and AxTn + Byn f 0, we have 

P(AxTn + Byn) ~ C((logm)(log logm») 1/2 (11) 

and 

IAxTn + Bynl ~ exp( C((logm)(1oglogm») 1/2) (12) 

where C > Ois a computable number depending only on A, Band n. 

Let K be a finite extension of Q of degree d, and let OK be the ring 
of algebraic integers inside K. For any element 'Y E OK, let hI be the ideal 
generated by'Y in OK. For any ideal I in OK, let N(I) be the norm of I. 
Let 1r1, 1r2, ••• , 1rl be a set of prime ideals in OK. Put 

Write 

for i = 1, ... , 1 

where PI, P2, ... , Pl E OK and h is-the class number of K. Denote by S the 
set of all elements a of OK such that [a] is exclusively composed of prime 
ideals 1rl, 1r2, .•. , 1r1. Then we have 
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Lemma T. ([9]). Let a E S. Assume that 

There exist a 13 E OK with IN (13) I ~ pdhl and a unit € E OK s'(;.ch that 

Moreover, 
for some 0 ~ Ci < h. 

3. The Proofs 

The Proof of Theorem 1. We may assume that gcd (a, b, c) = 1. 
By Ct , C2, ... , we shall denote computable positive numbers depending 
only on a, b, c. Let (x, y, z, n) be a solution of (1). Assume that x > y, 
and that x > 3. Let d = gcd (axY , lnf). Notice that d I abo Equation (1) 
becomes 

axY byx czn 
d+7:=7:. (13) 

By the abc Conjecture for € = 2/3 it follows that 

Let 
Ct = C(2/3)No(abc)5/3 

Since d ;::: 1, and Ibl ;::: 1, from inequality (14) it follows that 

yX ~ Ibyxi < Cl (xylzI)5/3 < ClXlO/3IzI5/3. (15) 

Since x> min (y, 3), it follows easily that yX :> xY • Hence, 

Izln 
= l~xY + ~yXI < C2yx 

where C2 = lall~ Ibl. We conclude that 

(16) 

Combining inequalities (15) and (16) it follows that 

or 

Yx(1-5/3n) < C x lO/ 3 
3 , (17) 
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where C3 = CIC~/6. Since 2:::; y and 2 :::; n, it follows that 

(18) 

Inequality (18) clearly shows that x < C4 · 

The Proof of Theorem 2. vVe may assume that 

P ~ max: (P(a), PCb), P(c)). 

By CI, C2, ... , we shall denote computable positive numbers depending 
only on a, b, e, P. We begin by showing that n is bounded. Fix d E 

{2, 3, ... , P - I}. Suppose that x, y, z, n is a solution of (2) with n > 3 
and d I y. Since 

byx = ezn _a(xY/d)d 

it follows, by Theorem S, that 

(19) 

where C1 is a computable number depending only on a, e, d. Inequality 
(20) shows that n < C2 • 

Suppose now that ny ~ 6. Let X = max (x, Izl). From equation (19) 
and theorem K, it follows that 

where C3 > 0 is a computable constant depending only on a, e, and C2. 
From inequality (21) it follows that X < C3 • Let C4 = max (C2, C3 ). It 
follows that, if ny ~ 6, then max (x, Izl, n) < C4. We now show that y is 
bounded as well. Suppose that y > max (C4 , e2 ). Rewrite equz.tion (2) as 

Iczln I (-b) x - I lalxY = 1 - a y x Y • (22) 

Let A > ee be an upper bound for the height of -bj a and C4 • Let n = 
(log A)3. From theorem BW we conclude that 

log lei + nlog Izl-Iog lal- ylogx > -log2 - 6412nlogy. (23) 

Since x ~ 2, and max (x, Izl, n) < C4 , it follows, by inequality (23), that 

y log 2-6412nlogy :::; y logx-6412Q log y < C410g C4-log lal+log lel+log 2. 
(24) 

From equation (24) it follows that y < Cs. 
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Suppose now that n = y = 2. We first bound z in terms of x. Rewrite 
equation (2) as 

(25) 

Let C6 > 0 be a computable positive number depending only on a and b 
such that 

for x> C6 • (26) 

From equation (25) and inequality (26), it follows that 

for x > C6. Taking logarithms in inequality (27) we obtain 

XC1 + Cs < log z < XC1 + Cg for x > C6 (28) 

h C 
log2 C log Ibl-Iog2lcl d C log 13bl-Iog 12cl UT 

were 1 = --, S = ') , an 9 = " . vve 2 _ ~ 

now rewrite equation (2) as 

(29) 

Let a = ,f(iC. Then 

(cz + ax)( cz - ax) = cb2x. (30) 

We distinguish 2 cases. 

CASE 1. ac < O. Let K = Q[al. Since ac < 0, it follows that all the 
units of OK are roots of unity. Since K is a quadratic field, it follows that 
the ideal [2] has at most two prime divisors. Since 

gcd ([cz+ax]' [ez-axl) I 2 [abcl 

it follows, by lemma T, that 

cz + ax = €{3p'U (31) 

where X-I < 'U ~ X, and €, {3, p E OK are such that lEI = 1, Ipi = 211./2, 

where h is the class number of K, and 1.81 < CIO where ClO is a computable 
number depending only on a, b, and c. Conjugating equation (31) we get 

cz-ax=eW. (32) 

From equations (31) and (32) it follows that 
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Hence, 
(33) 

Taking logarithms in equation (33) we obtain 

Let A, and P be upper bounds for the heights of -f.-2({3)-17J and p, respec­
tively. Assume that min (A, P) > ee. Let n = log A(log P) 2. Assume also 

that ~ > 1 + e2 • From equation (34), theorem BW, the fact that Ipi = 2h / 2 , 

and the fact that X-I < u ~ ~, we obtain that 

log(2lal) + log x > log 1{31 + u log Ipi - log 2 - 6412n log u > 

logl{31 + (~-1) . (~) log 2 -log2 - 6412nlog(x/h). (35) 

Inequality (35) clearly shows that x < Cn. 

CASE 2. ae > 0. We may assume that both a and e are positive. If 
b < 0, equation (2) can be rewritten as 

(36) 

Equation (36) clearly shows that x < C12. Hence, we assume that b > O. 
We distinguish two subcases. 

CASE 2.1. yIaC E Z. In this case, from equation 

(elzl + ax)(elzl - ax) = bc2x 

and from the fact that 

gcd (elzl + ax, elzl - ax) I 2acb 

it follows easily that 

{ 
elzl + ax = {32t4 

elzl-ax =1 

(37) 

(38) 

where {3, I, u are positive integers with 0 < (3 < be, 'Y < (be) . (2aeb) and 
u > x - ord2(2aeb). From equation (38) it follows that 

2ax = {32x - 'Y. (39) 

From equation (39), and from the fact that 0 < (3 < be, ~f < (be) . (2aeb), 
and u > x - ord2(2aeb), it follows that x < C13· 
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CASE 2.2. Fc fj. Z. Let K = Q[a]. Let c be a generator of the torsion 
free subgroup of the units group of OK. From equation (37) and lemma T, 
it follows that 

(40) 

x x 
where h - 1 < u ~ h' and {3, PI E OK are such that 1 < {3I < C I4 for some 

computable constant C14, and 1 < PI < 2h ·c. From equation (40), it follows 
that 

(41) 

it follows, from inequality (28), and from the fact that X-I < u ~ X and 

1 < PI < 2h . c, that 

(42) 

for some computable constants CIS and CI 6 depending only on a, b, and c. 
From equations (40) and (41), it follows that 

or 
2ax = (clzl + ax) . (1 - C-

2Tn({3I)-1 {32(Pl)-Up2). (43) 

Let AI, A2, A3, A4 be upper bounds for the heights of c, ({31)-1{32, PI, P2 
respectively. Assume that min (AI, A2, A3 , A4) > ee. Denote n = 

nt=llogA. Denote C11 = max (2C1S, I/h). From inequality (42), it 
follows that 

rna-x (2Iml, u) < Cl7X + C16 · (44) 

Let B = C17X + C16. Taking logarithms in equation (43), and applying 
theorem BW, we obtain 

log(clzl + ax) -log2 - 8014nlog(C17X + C16). (45) 

Combining inequalities (28) and (45) we obtain 

log(4a) +logx+80I4nlog(CI7X+CI6) > log(clzl + ax) > logz > C7 x+Cg 

This last inequality clearly shows that x < CIg· 
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The Proof of Theorem 3. We treat only the equation 

xY + yX = z2. 

We may assume that x is even. First notice that, since gcd (x, y) = 1, it 
follows that gcd (x, z) = gcd (y, z) = 1. Rewrite equation (4) as 

xY = (z + yx/2) (z _ yx/2). 

Since gcd (z, yx/2) = 1 and both z and yare odd, it follows that 

gcd (z + yx/2, Z - yx/2) = 2. 

Write x = 2d1d2 such that either one of the following holds 

Hence, either 

or 

or 

Yx/2 - dY _ ')y-2dY 
- 1 - 2 

We proceed in several steps. 

(46) 

(47) 

(48) 

Step 1. (1) If x > y then either y ::; 9 and x < 27, or y > 9 and 
x < 3y. 

(2) If x < y and y > 2.6.1021
, then y < 4x. 

(1) Assume first that x > y. Since 

yx/2 = 2y - 2df - d!i 

it follows that 

or 

Hence, 

yx/2 < 2y- 1df < (2dd Y < xY or 

x 
-logy < ylogx. 
2 

Inequality (50) is equivalent to 

x y 
-- <2 --. 
logx logy 

(49) 

(50) 

(51) 

If y ::; 9, then one can check easily that (51) implies x < 27. Suppose now 
that y > 9. We show that inequality (51) implies x < 3y. Indeed, assume 
that x 2: 3y. Then 

3y 3y x 2y __ ~_ = < __ < _0_. 
log 3 + logy log(3y) - logx logy 

(52) 
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Inequality (52) is equivalent to 

310gy < log 9 + 210gy 

or y < 9. This contradiction shows that x < 3y for y > 9. 

(2) Assume now that x < y. Suppose first that 

In this case 
(2d1)Y > 2y

-
2d¥ = ciJJ + y:r:/2 > d~ 

therefore 2d1 > d2. Since x = 2d1d2, it follows that 2d1 > .;x, or d1 > .;x. 
2 

Suppose now that 

In this case, 
df > 2y

-
2 ciJJ > ciJJ 

. r::r-;r ~ .;x or d1 > d2. We obtam that d1 > vd1d2 = ? > -. _ 2 

If equality (47) holds, it follows that 

On the other hand, if equality (48) holds, then 

(54) 

From inequality (53) and equation (54), we conclude that, in, either case, 

(55) 

for some € E {±l}. Suppose now that x > ee. By theorem BW, and 
inequality (55), it follows that 

~ log y ;::: y log dl -log 2 - 4810e log x log y ;::: 

Y log.;x -100'2 - 4810e 100' x 100'y 2 0 0 0 
(56) 

or 
° x.;x 481 elogxlogy+log2+"2 10gy >ylog 2· (57) 

72 



CASE 1. Assume that x < 26 • From inequality (57), it follows that 

4810e. 6100"2 ·loO"y + 100"2 + 25 100"y > ylo<T R > ¥. 00 0 0 022 

or 

or 

(48 10e· 610g2 + 25
) logy + log 2 > ¥. 

2 

(58) 

Let C1 = 2 (4810e . 610g2 + 25 + 1). From inequality (58) and lemma 2 in 
[6], it follows that 

y < C110g2 C1 < 2(4810e. 610g2 + 25 + 1) .422 < 2.6.1021 . (59) 

CASE 2. Assume that x ~ 26 . Then, 

Inequality (56) becomes 

x 1 
4810e log x log y + log 2 + 2'logy > 3' ylogx 

or 
3 

3e4810 log x logy + log8 + 2' x logy> y log x 

or 
3 

(3e4810 + 1) log x logy + 2' x logy> y log x 

or 
3e4810 + 1 + ~ ~ > -y-. 

2 logx logy 

Assume first that 
~ ~ < 3e4810 + 1. 
2 logx 

In this case, 
x 2 ( 10 ) 

-1 - < -3 3e48 + 1 . ogx 

(60) 

(61) 

(62) 

2 
Let C2 = 3" (3e48 10 + 1). From inequality (62) and lemma 2 in [6], it follows 
that 

In this case, from inequalities (60) .and (61), it follows that 

-y- < 2(3e4810 + 1). 
logy 
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Let C3 = 2(3e4810 + 1). It follows, by inequality (64) and lemma 2 in [6], 
that 

y < C3log2 C3 < 2(3e4810 + 1) .422 < 1.8.1021 . (65) 

Assume now that y > 2.6.1021 . From inequality (59), it follows that x 2: 26. 
Moreover, since inequality (65) is a consequence of inequality (61), it follows 
that 

~ -=--- > 3e4810 + 1. 2 logx -

From inequalitites (60) and (66) it follows that 

3x y 
-->--. 
log x logy 

(66) 

(67) 

We now show that inequality (67) implies y < 4x. Indeed, assume that 
y 2: 4x. Then inequality (67) implies 

3x y 4x 4x 
-->--> -----
log x logy - log(4x) log x + log 4 

or 
3 log x + 3 log 4 > 4 log x 

or 3 log 4 > log x which contradicts the fact that x 2: 26. 

Step 2. If y 2: 3.10143 , then y is prime. 

Let 

or (68) 

Notice that if yx/2 = 2y
-

2df - d1J" then gcd (2d1 , d2) = 1. Let ply be a 
prime number. Since p 12d1d2 = x, it follows, by theorem vdP, that 

By step 1, it follows that . 

~y < x ~ 2· 4836e-
1 

p log2 y log(4y) < 4· 4836e~ log3 y. (70) 
4 ogp logp 

Hence, 
-y- < 16· 4836e-P- < 16· 4836ep. 
log3 y logp 

(71) 

Suppose that y is not prime. Let ply be a prime such that p ~ y'Y. From 
inequality (71) it follows that 



or 

.jY < 128. 4836e. 
log3(.jY) 

(72) 

Let k = -IV and C4 = 128 · 4836e. By inequality (72) and lemma 2 in [6], it 
follows that 

or 
(74) 

This last inequality contradicts the assumption that y 2: 3 . 10143 . 

Step 3. If y 2: 3· 10143
, then x > y. 

Let y = p be a prime. If yx/2 = 2y
-

2df -~, it follows, by Fermat's 
little theorem that 

therefore 
d1 == 2d2 (mod p). (75) 

On the other hand, if yx/2 = di - 2Y-2~, then 

therefore 
d2 == 2d1 (mod p). (76) 

Suppose that x < y. From congruences (75) and (76), we conclllde that, in 
both cases, x is a perfect square. Hence, 

yX = z2 - ( Vx) 2y = (z + ( /.X) y) . ( z - (Vx) y) . (77) 

From equation (77) it follows that 

(78) 

Hence, 
2( Vx)y = yX - l. (79) 

It follows, by equation (79) and theorem BW, that 

(80) 
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From inequality (80) and Step 1 it follows that 

or 

or 

or 
(81) 

Let Cs = 4· 6412e + 1. By inequality (81) and lemma 2 in [6] it follows that 

y < Cslog3 Cs < (4· 6412e + 1) .533 < 8 .1027
. (82) 

The last inequality contradicts the fact that y 2: 3 . 10143 . 

Step 4. Suppose that y 2: 3 . 10143 . Let y = p be a prime. Then, 
with the notations of Step 1, every solution of equation (4) is of one of the 
following forms: 

(1) yx/2 = 2y- 2dY - d~ with y = p, d1 = 2 +p, d2 = I, x = 4 +2p 

(2) yx/2 = dy - 2y-2d~ with y = p, d1 = 3P; 1, d2 = I, x = 3p - 1 

(3) yx/2 = dy - 2y- 24 with y = p, d1 = P ~ 1, d2 = 3, x = 3p - 9 

We assume that y 2: 3 . 10143 • In this case, y = p is prime, and x > y. 
From Step 1 we conclude that x < 3y. Moreover, from the arguments used 

at Step 1 it follows that d1 > JX. Since x = 2d1d2, it follows that 
2 

By the arguments used at Step 3 we may assume that x is not a perfect 
square. We distinguish the following cases. 

CASE 1. d2 = 1. By congruences (75) and (76) it follows that d1 == 
2 (mod p), or 2d1 == 1 (mod p). 

Assume that d1 == 2 (mod p). Since x = 2d1, and p = y < x < 3y = 3p, 
it follows that d1 = 2 + P and x = 2d1 = 4 + 2p. 

Assume that 2d1 == 1 (mod p). Again, since x = 2dl, and p = y < x < 
3p -1 

3y = 3p, it follows that d1 = ~' and x = 3p - l. 

CASE 2. d2 = 2. By congruences (75) and (76) it follows that d1 == 
4 (mod p), or d1 == 1 (mod p). One can easily check that there is no solution 
in this case. Indeed, if d1 == 4 (mod p), it follows that d1 2: p + 4. Hence, 
x = 2d1d2 2: 4(p + 4) > 3p = 3y which contradicts the fact that x < 3y. 
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Similar arguments can be used to show that there is no solution for which 
d2 = 2 and d 1 == 1 (mod p). 

CASE 3. d2 = 3. By congruences (75) and (76) it follows tha.t d1 == 
6 (mod p), or 2d1 == 3 (mod p). One can easily check that there is no 
solution for which d1 == 6 (mod p). Suppose that 2d1 == 3 (mod p). Since 

p = y < x < 3y = 3p and x = 2d1d2 = 6d1, it follows easily that d1 = P - 3, 
2 

and x = 3p -9. 

CASE 4. d2 = k 2: 4. 
If k is even, then, by congruences (75) and (76), it follows that d1 == 

2k (mod p), or d1 == kj2 (mod p). Since x is not a perfect square it follows 
that d1 2: p+kj2, therefore x 2: 2pk+k2 > pk 2: 4p > 3p = 3y contradicting 
the fact that x < 3y. 

If k is odd, then, by congruences (75) and (76), it follows that dl == 
p-k 

2k (mod p), or 2d1 == k (mod p). We conclude that d1 2: -,)-, therefore 

x = 2d1d2 2: k(P-k). Since k(P-k) > 3p for 5 ~ k ~.j3p and p 2: 3.10143 , 

we conclude that x > 3p = 3y contradicting a.gain the fact that x < 3y. 

Step 5. There are no solutions of equation (2) with y 2: 3 . 10142 and 
x even. 

According to Step 4 we need to treat the following cases. 

CASE 1. 

yx/2 = 2y- 2dj' - &i with y = p, d1 = 2 + p, d2 = 1, x = 4 + 2p. (83) 

Hence, 
p2+P = 2P- 2 (2 + p)P - 1 > 2P- 3 (2 + p)p. (84) 

Taking logarithms in inequality (84) we obtain 

(2 +p) logp > (p - 3) log 2 +plog(p +2) 

or 
2 log p + p(logp - log(p + 2)) > (p - 3) log 2. (85) 

It follows, by inequality (85), that 

2 log p > (p - 3) log 2 

or 
plog2 < 2logp+3log2 < 51ogp. (86) 

Inequality (86) is certainly false for p = y 2: 3 . 10143 . 

CASE 2. 

3p -1 
yx/2 = d'f. - 2Y-2~ with y = p, d1 = ~' dz = 1, x = 3p-1. 
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Hence, 

or 
p(p-1)/2 < (~r. 

Taking logarithms in inequality (87) it follows that 

p-1 
-- log p < P log 1.5 

2 

or 
log p < 2p log 1.5 < 3 log 1.5 < log 1.53 • 

p-1 

(87) 

It follows that p < 1.53 < 4 which contradicts the fact that p ~ 3 . 10143 • 

CASE 3. 

Vx/2 - dY _?y-2dY 
- 1 - 2 

Hence, 

p-1 
with V = p, d1 = --, d2 = 3, x = 3p - 9. 

2 

p(3p-9)/2 = (p;3r -2P-23P < (P;3)P <rI'. (88) 

From inequality (88) it follows that 3P; 9 < p or p < 9 which contradicts 

the fact that p = V ~ 3 . 10143 • 

The Proof of Theorem 4. The given equation has no solution 
(V, z, n) with n > 1 and V odd, V < 5. Assume now that y ~ 5. We 
may assume that n is prime. We first show that n is odd. Indeed, assume 
that (V, z) is a positive solution of V2 + 2Y = z2 with both y and z odd. 
Then (z + V)(z - V) = 2Y • Since gcd (z + V, z - y) = 2 it follows that 
z - V = 2 and z + V = 2y

-1. Hence, V = 2y- 2 - 1. However, one can easily 
check that 2y

-
2 - 1 > y for V ~ 5. 

Assume now that n = p ~ 3 is an odd prime. Write 

(V +2(y-1)/2 .'ih) . (V - 2(y-1)/2. ih) = zn 

Since Z[iV2j is euclidian and 

gcd (V + 2(y-1)/2. ih, V - 2(y-1)/2 . ih) = 1 

it follows that there exists a, bE Z such that 

{

V + 2(y-1)/2 ·ih = (a + bih): 

V - 2(y-l)/2 . ih = (a - bih) 
(89) 
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From equations (89) it follows that 

(90) 

and 

(a + bi 0.) n _ (a _ bi../2) n 
?(y-l)/2 = ~ __ ~_-=-,'---__ ~ 
- ? 0· -v L;t 

(91) 

From equation (90) we conclude that a is odd. From equation (91), it follows 
that 

2(y-l)/2 = b(nan - 1 + s), 

where s is even. Since both n and a are odd, it follows that nan
-

1 + s is 
odd as well. Hence, b = 2(y-l)/2. Equation (5) can now be rewritten as 

or 
y2 + 2Y = (a2 + 2y)n > 2ny 2': 23y 

Inequality (92) implies that 

(92) 

which is false for y 2': 5. 
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ABSTRACT 

The family of Metallic Means comprises every quadratic irrational number that is 
the positive solution of algebraic equations of the types 

r--nx-l =0 and r--x-n =0 , 

where n is a natural number. The most prominent member of this family is the Golden 
Mean, then it comes the Silver Mean, the Bronze Mean, the NIckel Mean, the Copper 
Mean, etc. All of them are closely related to quasi-periodic dynamics, being therefore 
important clues in the study of the onset to chaos. However, they also constitute the 
basis of musical and architectural proportions. Through the analysis of their common 
mathematical properties, it becomes evident that they interconnect different human fiels 
of knowledge, in the sense defined by Florentin Smarandache ("Paradoxist 
Mathematics''). 

, Kevwords: continued fractions, quadratic irrationals, Fibonacci sequences, Smarandache 
sequences, hyperbolic map. 

1. INTRODUCTION 

Let us introduce a new family of positive quadratic irrational numbers. The family 
is called the "Metallic Means Family" (MMF). Its members have, among other 
common characteristics, the one of carrying the name of a metal (see [lJ, [2]) . E.g., the 
most distinguished member is the well known "Golden Mean". Then, we have the Silver 
Mean, the Bronze Mean, the Copper Mean, the Nickel Mean and many others. 

The Golden Mean has been widely utilized by a great quantity of ancient cultures 
as basis of proportions to compose music, to make sculptures and paintings or construct 
temples and palaces (in Reference [3], see the first chapter dedicated to this subject). 
With respect to the many relatives of the Golden Mean, a great part of them have been 
used by physicists in different researchs, in trying to systematize the behavior of non 
linear dynamical systems that suffer the transition from periodicity to quasi-periodicity. 
Notwithstanding, there other instances .of using these relatives in quite different fields: 
Jay Kappraff [4] appealed to the Silver Mean to describe and explain the roman system 
of proportions, making use of a mathematical property of this Mean that is, as we are 
going to prove, common to all the members of this curious family. 
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Being irrational numbers the members of the ~, in the applications to 
different scientific disciplines, they have to be approximated by ratios of integer numbers 
and the analysis of the relation between the :MN.fF and the approximant ratios is one of 
the goals of this paper. A direct consequence of this study will be the possibility of 
interconnecting quite distinct (sometimes opposite) human fields of knowledge, in the 
sense defined by Florentin Smarandache ("Paradoxist Mathematics"). 

2. CONTINUED FRACTIONS EXPANSIONS 

Every real number x admits a continued fraction expansion, that is, an expression 
of the type 

1 
x =ao -I-+~--I:---

a1 ++--1-

a2 -t--:-:-

'that is written x = [ ao ,aJ ,a2 , ... ]. The first coefficient can be zero (in such a case the real 
number is between 0 and 1) but the rest of the coefficients are positive integers. This 
continued fraction expansion is finite if and only if x is a rational number (that is, a 
number of the form p/q with q different from zero and p, q natural numbers without 
common factors). For example, 

18 1 
-7 =2 -+-+--1- =[2,1,1,3]. 

1 + 1 
1~ 

.) 

Ifx is an irrational number, the .expansion is infinite and if we take a finite number 
of terms like 

1 

we get a sequence of "rational approrimants" to the number x such that they converge 
to x when k ~ 00. 

Some irrational numbers, like 1t and e have approximants that converge very 
quickly. In particular, the number 1t = [3,7, 15, 1, 292, ... J converges so quickly that the 

hi d . . 335 h' d' al t r ratIonal approXImant (]3 = 113 =3,1415929... as SIX exact ecIm s! 
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Amazingly, this result was already known by Tsu Chung Chi in China, 5th 
century!. Instead, the base of the napierian logarithms, the number e = [2, 1, 2, 1, 1, 4, 1, 
1: 6, 2, 2, 8, 1, ... ] converges more slowly at the beginning, due to the pressence of many 
'ones' in its expansion. Comparatively, the quadratic irrationals converge much slower. 

Similarly to the periodic decimal expansions, the ''periodic'' continued fractions 
are denoted with a line over the period and if the continued fraction expansion is of the 

form x = [ao,a l , ... ,a
ll

], we say that the continued fraction is ''purely periodic". In this 
context, the french mathematician Joseph Louis Lagrange (1736-1813) proved that a 
real number is a quadratic irrational if and only if its continued fraction expansion is 
periodic (not necessarily purely periodic). This result was improved by Evariste Galois 
(1811-1832) in the following form: The contimJedfraction of an irratiollalnumber x is 
purely periodic if and only if x > 1 and it is a root of a second degree equation with 
integer coefficients, the other root being between -1 and o. 

PROPERTY Nr. 1 OF THE METALLIC lVIEANS FAlVIIL Y 

They are aU positive quadratic irrationals. 

In fact, if we take the quadratic equation 

(2.1) ~-nx-l=O 

where n is a natural number and solve it, we find that the positive solutions of this 
equation are of the form 

x 
n +Jn2 +4 

2 
• 1~ 

For n = 1, the result is the well known Golden Mean cJ> = = 1.618 .... To find the 
2 

continued fraction expansions of this quadratic irrationals, simply we take equation (2.1) 
and divide it by x (different from zero): 

1 
x=n+-. 

x 

Then, we replace the x of the second member iteratively by 11 + l/x. In this way, we get, 
after N iterations: 
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1 
x =11~+---------1-----

11 ++------1---
n ~I------l--

1 
n+­

x 
If N -7 x, we have 

1 
X =17 -1-+---

1
- =[ 11 ] , 

n ++--­
n + ... 

a purely periodic continued fraction expansion. 

Obviously, the Golden Mean has the most simple continued fraction expansion 

<P = [1 ]. 

For n = 2, we have the Silver Mean (JA.g =1 +J2, which continued fraction 
. expansion is 

1 
(JAg =2 I 1 =[ 2 ]. 

2 I . 
2+·. 

For II = 3, the result is the Bronze Mean 

3 +J13 -
(JBr 2 =[ 3 ]. 

Summarizing, solving quadratic equations of the form 

with n natura~ we obtain as positive solutions, the members of the :M1vfF, which 
continued fraction expansion is purely periodic 

x =[n]. 

Instead, if we solve quadratic equations of the form 

(2.2) x2 
- x,. 11 = 0, 

with n natural, we obtain members of the .MMF which continued fraction expansion is 
periodic, not necessarily purely periodic, e.g. 



This last subset of Metallic Means has curious mathematical properties, with reference to 
the frequence of apparition of the natural numbers, as well as to the length of the period 
or the presence of "stable cycles" (see Reference [1] for more details). 

Obviously, of all these Metallic Means, the one that converges more slowly is the 
Golden Mean, since all the denominators are the smallest possible - ones. This fact 
allows us to state the following 

The Golden Mean ¢ is the most irrational of all irrational numbers. 

Note: In the restant posible cases of quadratic equations with integer coefficients, we 
find the following results, looking for positive solutions 

a) r- + n r - 1 = 0 . Same solutions as for equation (2.1), but only their decimal part. 
b) r- + 11 X + 1 = 0 . There are no positive solutions . 

. c) r- -n x + 1 = o. The positive solutions have periodic continued fraction expansions. 
. d) x2 + X - 11 = 0 . The positive solutions have periodic continued fraction expansions. 

e) r- + x + n = 0 . There are no positive solutions. 
£) x2 

- X + 11 = 0 . There are no positive solutions. 

3. FIBONACCI SEQUENCES 

The Fibonacci sequence is a sequence of natural numbers formed by taking each 
number equal to the sum of the two precedent terms. For this reason, this type of 
sequences is called a "secondcoy Fibonacci sequence", to distinguish them from the 
ternary Fibonacci sequences, in which each term is a linear combination of the three 
precedent terms. 

Beginning with F(O) = 1; F(1) = 1, we have the following secondary Fibonacci 
sequence 

(3.1) 1, 1,2,3,5,8, 13,21,34,55,89, 144, ... 

where 

(3.2) F(n -7- 1) = F(n) + F(n - 1). 

Secondary Fibonacci sequences can be generalized, originating what is known as 
"generalized secondary Fibonacci sequences" GSFS, like 

a, b, pb - qa, p (pb - qa) - qb, ... 
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that satisfy relations of the type 
--- - .-- -------

(3.3) G(n+ 1) = P G(n) - q G(n - 1) 

with p and q natural numbers . 

. From equation (3.3), we get 

G(n +1) G(n -1) q 
G(n) =p +q G(n) =P + G(n) 

G(n -1) 

T kin 1- . . b h b f hi . d . h I' G(n +1). d a g nruts In ot mem ers 0 t s equatIon an assummg t at 1m G() eXIsts an 
n-c» n 

is equal to a real number x -- fact that will be proved in next theorem-, we have 

x =p.;I-
x 

or x2 
- px - q = 0, which positive solution is 

This means that 

(3.4) 

x 
P +~p2 +4q 

2 

i , G(n +1) p +~p2 +4q 
I lzm ---'---'-
! n- 00 G(ll) 2 

Now, let us prove the existence of this limit: 

Theorem 

Given a generalized secondary Fibonacci sequence (GSFS) 

a, b, pb .... qa, p{pb + qa) -i- qb, _ .. 

such that 

G(n+l) = P G(ll) + q G(n-1) 

G(n +1) _ . 
with p. q natural numbers, then there exists lim and is a real posltlve number a. 

n- CD G(n) 

Proof: To find the nth term of the GSFS, let us put 
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and 

Then it is easy to prove that 

C(n+l) = p C(n) + qH(n) 

H(n+ 1) = C(n) 

- fG(n)] rp q] 
G(n) = tHen) ; A = II o· 

G(n +1) =A.C(n). 

Let us asswne that G(O) ~ G(J) ~ J for simplicity. If G(J) = ~ 1 then 

---
G(n +1) =An.G(l) and the problem is reduced to the finding of the nth power of the 
matrix A. We know that the eigenvalues of A are 

(J 

To diaganalize A so as to transfann it in Ad = io :,1, we shall use the change of base 

matrix P = ~ ~'} The nth power of A is calculated applying the similarity 

transfonnation 

=
,....--1_[ noR -a ,(noR) 

A" =P.A/.P- I 

(J -a' (J" -a'" 

(J(J '«(J,n -a n) 1 
(J(J'«(J,tn .... ) -an .... ) . 

and the nth tenn of the GSFS 

1,I,p+q,p(p+q)+q .... 

is given by the following expression 

G(n +1) 
(J n~ -a ,(n-€) 

(J -a' 

Replacing (J -(J' =~ p2 +4q ; (J' = J we have 
(J 
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n+l + [ q r+! 
. G(n +1) . (J -;; 

hm =hm =(J 

n- co G(n) n- co [ q r 
(In +_ 

(J 

and the proof is completed. 

Note: if instead of choosing G(O) = G(l) = 1 we begin the GSFS with two arbitrary 
values a and b, it is easy to prove that the result is the same. Indeed, given the GSFS 

a, b,pb + qa,p (pb + qa) + qb, ... 

we have to evaluate the quotient 

G(n +1) 

G(n) 

pbG(n) +qaG(n -1) 

pbG(n -1) +qaG(n -2) 

G(n) 
pb G(n -1) +qa 

-~co- (J. qa 
pb I G(n -1) 

G(n -2) 

Let us put G(O) = G(l) = 1 and consider different possibilities for the coefficients 
of(3.4).Then, ifp = q = 1, we have the Golden Mean 

1 +J5 -
x 2 =cP =[ 1 ]. 

Ifp = 2 and q = 1, the sequence has the form 

(3.5) 1, 1,3, 7, 17,41, 99, 140, ... 

where 

(3.6) G(n -"- 1) = 2 G(n) , G(n - 1), 

and from (3.4) we get the Silver Mean 

. G(n +1) - [-2 ] (] = lzm -. 
Ag n- .. G(n) 

Analogously, if p = 3 and q = 1, the sequence is 

(3.7) 1, 1,4, 13,43, 142,469, ... 

where 
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(3.8) G(n + 1) = 3 G(n) + G(n - I). 

and we get the Bronze Mean 

(J =lim G(n +1) = 3 +JJ.3 -
Br It- 00 G(n) 2 [3], 

If p = 1 and q = 2, the sequence is 

(3.9) 1, 1,3,5, 11,21,43,85, ... 

where 

G(n + 1) = G(n) +2 G(n - 1) 

and we get the Copper Mean 

-
(Jcu =2=[2,0]. 

If p = 1 and q = 3, the sequence is 

(3.10) 1, 1,4, 7, 19,40,97, ... 

where 

G(n + 1) = G(n) + 3 G(n - 1) 

and we get the Nickel Mean 

, G(n +1) 
(J Hi =ilm G() 

n- CD n 

Summarizing our results, we may affirm 

1+& -
2 =[2,3]. 

PROPERTY Nr. 2 OF THE METALLIC :MEANS FAMlLY 

All of them are obtained as limits of ratios of two consecutive terms of generalized 
secondary Fibonacci sequences. 
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4. ADDITIVE PROPERTIES 

Let us form now the sequence of ratios of consecutive terms of the sequence 
(3.1) 

(4.1) 
1 2 3 5 8 13 21 34 55 89 
l' 1 ' 2' 3' 5' 8 ' 13' 21 ' 34' 55' ... 

Obviously, this sequence converges directly to the Golden Mean 1>. This sequence is very 
useful as a good approximation: indeed the term u(ll) = 233/144 = 1.6180 with four 
exact decimals! 

If we take now a geometric progression of ratio 1> such as 

1 1 2 3 
... ,-., , -, 1, </>, 1> ,1> , ... 

1>- 1> 

we can easily verify that this geometric progression is also a GSFS. In fact 

1 1 1 +1> 
-,/..-2 +:z =--,,- =1. 
'f' 'f' q>-

The same happens for the Silver Mean a:4g , starting from the sequence 

(4.2) 
1 3 7 17 41 99 140 
l' 1 ' 3' 7 ' 17' 41' 99 , ... , 

that converges to crAg . The sequence 

1 1 . 2 3 
... --2 ,-,1, cr Ag' crAg ., crAg , ... 

crAg cr Ag 

is a geometric progression of ratio CT..4g that satisfies condition (3.6). Indeed 

Similarly, it is easy to prove that the sequence of ratios 

(4.3) 
1 4 13 43 142 469 ---------
l' 1 ' 4 ' 13 '. 43 ' 142 ' ... , 

3+113 -
converges to the Bronze Mean crs = = [3] and the sequence 

2 
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1 1 2 3 
"'-2,-,1,uB ,uB ,UB ,'" 

UB UB 

is a geometric progression of ratio UB that satisfies condition (3.6). This is due to the 
fact that 

Similarly for all GSFS. These numerical sequences (4.1), (4.2), (4.3), and so on, 
are new Smarandache sequences that have to be empirically used as approximations to 
the values of the members of the M:MF. Furthermore, the sequences formed by taking 
these members as ratios enjoy the following unique mathematical property: 

PROPERTY Nr. 3 OF THE METALLIC MEANS FAMILY 

They are the only positive quadratic irrational numbers that originate GSFS (with 
additive properties) which are, simultaneously, geometric progressions. 

This curious property of satisfying both arithmetic additive and geometric 
properties, bestow all the members of the M1v1F with interesting characteristics to 
become basis of different systems of geometric proportions in Design. 

5. PROPORTIONS SYSTEMS 

The golden Mean <p = 1 +J5, is indissolubly linked to pentagonal symmetry. 
. 2 . 

Indeed, ifwe take a regular pentagon of unitary edge, like the one depicted in Fig. 5.1, it 
is easy to prove that its diagonal is equal to <p. Considering the geometric similarity of the 
two isosceles triangles ADC and ABF we have 

AD DC 
DC AD-FD 

Being DC = FD = 1 and calling x = AD, we obtain the quadratic equation x (x - 1) = 1 or 
J? - x - 1 = 0, that is equation (2.1) with n = 1 and positive solution x = <p. It is not 
difficult to prove besides the following "golden relations ,. in the regular pentagon 
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1 
GB =¢ -1 =- =0,618 ... 

¢ 

1 
GI =FG =1-

¢ 

1 
FG - ¢2 =0,382 ... 

1 
JG = ¢3 =0,236 ... 

These "golden relations" determine, for example, the proportions of the ancient 
mask of Hermes (Medusa), shown in Fig. 5.2. It is a wonderful Roman marble after 
Greek origina~ 1 st century BC. , pertaining to the artistic collection of the Glyptothek, 
Munich, Germany. 

Innumerable are the references to the apparition of the Golden Mean ¢ in the 
proportion systems adopted by antique civilizations in their constructions, as well as its 
presence in the human body proportions and in Botany. Among the many authors that 
have dedicated their researchs to this subject, we have to mention Matila Ghyka [5], [6] 

. and [7], H. E. Huntley [8] and Theodore Andrea Cook, whose book [9], published in 
1979, is a reprint of the original published by Constable, London, England, as early as 
1914. 

Instead, the Silver Mean is linked to octogonal symmetry, as it is shown in Fig. 
5.3. "Silver relations" have been found in many examples, corning from quite different 
fields of human knowledge. In particular, the mathematician Jay Kappraff [4], at the 
conference Nexus '96: Relations between Architecture and Mathematics, that took place 
in Fucecchio (province of Florence) in June 1996, carried out a carefully analysis of the 
three architectonic proportion systems presented by P. H. Scholfield in his excellent book 
[10]. These three proportion systems are the following 

1) the system of musical proportions used during the Italian Renaissance, developed by 
Leon Battista Alberti [11]; 
2) the Modulor created by the twentieth-century architect Le Corbusier [12] and 
3) the Roman proportion system. 

The musical system was based on rational proportions inherent in the musical 
scale. Although it succeeded in creating harmonic relationships in which key proportions 
were repeated in a design, this system did not have the additive properties necessary for a 
successful proportion system. Notwithstanding, the very well known contemporary 
Modulor that is based on the Golden Mean 4> , and the ancient Roman proportion 
system, based on the Silver Mean, both conform to the relationships inherent in the 
system of musical proportions, with the great advantage of having additive properties. 

Unlike the Renaissance system, which used a static sequence of commensurable 
reatios to proportion the length, width and height of rooms, Le Corbusier's system 
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developed a scale of lengths based on the irrational number ¢, through a GSFS and 
geometric sequence: 

a a 2 3 
... , </>2' ¢' a,a¢, a¢ ,a¢ , ... 

for some convenient unit a, directly detennined by ergonomic reasons. In general, the 
ratios involved in this system are incommensurable and Le Corbusier, in his designs, 
used an integer GSFS approximation, that is a Smarandache sequence. More details 
about this proportion system may be consulted in References [l3] and [14]. 

Now, we are going to consider in detail the third proportion system. With this 
purpose, let us consider a couple of sequences 

(5.1) 

such that 

, (5.2) 

1 
1 2 

3 7 17 41 .... 
5 12 29 70 .... 

A(n + 2) = 2 A(n + 1) + A (n). 

These sequences satisfy three additive fundamental properties: in addition to relation 
(5.2) they obey the following numerical relations 

7 = 2.3 + 1; 17 = 2.7 + 3; .. . 
5 = 2.2 + 1; 12 = 5.2 + 1; .. . 

and 

2+5=7;5+12=17; 12+29=41; ... 
2 + 3 = 5; 5 + 7 = 12; 12 + 17 = 29; 29 + 41 = 70; ... 

Furthermore,the ratios of diagonally adjacent terms of the sequences (5.1) are 
aproximants to J2 

(5.3) 
1 3 7 17 ---- ... -F2 
1 ' 2 ' 5 ' 12' , ' 

But since the sum of any couple of numbers of the upper sequence, is not 
represented in this system, we may expand it adding a third sequence obtained by 
duplicating the terms of the lower sequence 

(5.4) 1 
1 

2 

2 

4 
7 

5 

94 

10 24 58 .... 
17 41 

12 29 70 .... 



Finally, the Roman architectonic system utilizes the following incommensurable 
schema based on the Silver Mean, which is equivalent to the commensurable system 
(5.4) 

2.J2 2.J2 cr:\g 2.J2 cr.>,g2 2.J2 cr ."B
3 

(5.5) 2 2crAg 2crAg2 2crAg3 

.J2 .J2 cr."B .J2cr 2 ."B .J2cr 3 ."B 
1 cr.~ crA/ crAg 3 

This system holds all the additive relations of sequences (5.4), as it is easy to 
prove. Donald and Carol Watts [15], a couple of american architects, have carefully 
studied the ruins of the Garden Houses at Ostia, the city-port of the Roman Empire and 
they found that all these houses have been designed using theoretically the proportion 
system (5.5) and practically, its integer approximation (5.4). These are not the only 
examples of the antiquity where the Silver Mean is present, since the italian-american 
architect Kim Williams has found similar results while surveying: 
1) the pavement of the baptistery of San Giovanni, Florence, Italy [16], 
2) Verrocchio's Tombslab for Cosimo de' Medici, patriarch of the wealthiest of 
Florentine families [17] and 
3) the famous Medici Chapel in Florence, Italy, built by Michaelangelo [18]. 

6. FRACTAL STRUCTURES OF ST. GEORGE 

Alan St. George is a British retired architect, living in Portugal and dedicated to 
the creation of mathematical sculptures. In december 1995 he presented at Lisboa his 
exposition "La forma del mlmero" [19]. His originals are fabricated with acrylic or 
metallic plates and they can be reproduced by computerized graphics. The generation of 
these original structures is based on the fractal principle of adding to each one of the five 
platonic solids - tetrahedra, cube or hexahedra, octahedra, dodecahedra, icosahedra -
reduced versions of the same solid. In :such a way, adding in each iteration auto-similar 
versions of the original structure, the result are fractal variations of regular solids. 

For example, to convert a cube in a fractal octahedra, we begin with a cube 
which faces are divided in nine equal squares, as indicated in Fig. 6.l. Then, we bild a 
cross with six smaller cubes, which faces are of the size of the above mentioned squares. 
Five of these cubes are located in form of a "greek cross" and the sixth is put over the 
central cube, forming a sort of stepping pyramid. The construction goes on sticking one 
of such units over each face of the original cube. Then, each of the faces of the resulting 
structure is subdivided in nine even smaller squares, over which we stick more reduced 
copies of the stepping pyramid. 

It is also possible to fractalize an octahedra and obtain a tetrahedra or a cube, like 
the mathematician Ian Stewart suggested in an interesting paper [20]. And why not? It 
would also be feasible to apply this fractalization process to semi-regular solids, a task 
that has not been focussed yet ... 
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Another variant of St. George consists in constructing three-dimensional spirals, 
starting also from the five platonic solids. In particular, let us consider the icosahedra of 
pentagonal symmetry (Fig. 6.2), which main characteristics we detail in what follows 

Faces: 20 Vertices: 12 Edges: 30 
Edge length: 1 

Distance from the polyhedra centre to the face centre: <p z 12..[3= 0,7558 .. . 
Distance from the polyhedra centre to the edge mid-point: <p /2 = 0,8090 .. . 

Distance from the polyhedra centre to a vertex: V5 .j;i 12 = 0,9511... 
V olumen: 5c1> 2 1 6 = 2,1817 ... 

Starting with an icosahedra, it is possible to construct the so called "icosahedrical 
spiral", following a path that passes through the twelve triangular edges of the 
icosahedra, visiting each vertex once and only once (Fig. 6.3). The construction is 
fulfilled by means of a sequence of "legs" ,which correspond to the twelve edges of the 
icosahedra Each leg is connected to the previous one and is parallel to an edge. But the 
successive legs have different lengths: each of them has <p I/IZ = 1,040916 ... times the 

. length of its antecessor. The answer to the question: why this strange figure?, is that 
after having added twelve edges to a given one, the last edge is parallel to the original, 

. having increased its length in (<p lI12 )12 = <p. 

Obviously, the choice of the Golden Mean <p in the construction of the 
icosahedrical spiral of St. George, obeys to mathematical as well as purely aesthetic 
reasons. In any case, it is impossible to deny the underlying mathematical reality inherent 
to a pentagonal symmetry so directly related to the Golden Mean ... 

7. INFLATIONARY SYSTEM 

We may consider that the temis of the different GSFS that define the Metallic 
Means family, can be ordered in generations in such a way that each generation 
"inherits" a property from his antecessor. This type of inheritance is completely normal 
in iterative processes and frequently, produces auto-similar structures that are the base of 
fractal configurations [20]. Let us denote such processes as "inflationary", usmg an 
usual noun in Economy. 

Let us consider two types of building blocks A and B that are distributed 
according to the inflation schema 

where m and n are integers; p ~ 2. SL m represents m adjacent repetitions of the stack SL . 

It is easily proved that the Golden Mean <p is generated by the recurrence relation 
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It is easily proved that the Golden Mean <p is generated by the recurrence relation 

that is, 

Sl ={A};S2 ={BA};S3 ={ABA};S.; ={BAABA}; ... 

in which each term is the "sum" of its two immediate antecessors. 

The Silver Mean, instead, is generated by the recurrence relation 

Sl ={A};S2 ={BA};S3 ={ABABA};S .. ={BAABABAABABA}; ... 

such that each term of the chain is formed by writing contiguously two replicas of the 
precedent term and adding its antecessor to the left of the replicas. 

In the case of the Bronze Mean, the relation is 

Sl ={A};S2 ={BA};S3 ={ABABABA};S .. ={BAABABABAABABABAABABABA}; ... 

F or the Copper Mean, we have the relation 

Sl ={B};S2 ={A};S3 ={BBA};S4 ={AABBA}; ... 

And for the Nickel Mean 

Sl ={B};S2 ={A};S3 ={BBBA};S4 ={AAABBBA}; ... 

Finally, we may assert 
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PROPERTY Nr. 4 OF THE IHETALLIC lVIEANS FAMILY 

All the members of this family are obtained through an '''inflationary schema" that 
produces a binary chain originated by two primitive blocks A and B that are distributed 

according to the inflation schema 

S p-+i =S P -; m S p n 

where m and n are integers and p ~ 2. 

8. THE HYPERBOLIC MAP 

In analyzing dynamical systems -- that is, physical systems which behavior 
'changes with time - it is crucial to detect periodic orbits. This periodic behavior, as well 

as the transition to quasi-periodic orbits, is mathematically studied considering irrational 
values of some characteristic parameter and, in such a case, as the important fact is the 
"irrationality" of such a value, the integer part is omitted and only the decimal part of 
the number is taken into account. More precisely, the main subject is restricted to the 
analysis of maps (transformations) of the unitary interval (0,1) in itself 

Returning to the continued fraction expansion, there is another possibility of 
expressing the continued fraction expansion of a positive real number a. < 1. Let us put 

1 
Xl =- and apply the iterative process described by the following relation 

a 

(8.1) 
·1 

where mam x means "mantissa of x'· and is the rest of the number X when it is taken 
modulo 1, that is, when one substracts as many times 1 as possible. 

E.g. mant r= 0,1416 ... ~ mant <J> = 0.618 ... 

Then we may state that the continued fraction expansion of the number a. is 

[bJ, bJ. ···1 
where k _ , the so called "floor function" by Manfred Schroeder [21], is the biggest 

integer not greater than x,. . 
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Notice that: 

or 

mant</> 

man! 4> = 1/4> 

1 
--1 - =[0,1,1, .. .] =[0,1]. 

1 I 1 
1 +-:-

1+'. 

The iterative process (8.1) is called the "hyperbolic map" [22]. This map is very 
simple to execute if the number x is given as a continued fraction expansion: 

In each iteration move all the terms of the expansion x = [ao , a p a2 , .• .] one place to 

the left and leave out the first coefficient of the expansion. 

In Fig. 8.1a we show the iteration of the hyperbolic map, starting from the 
number x = 7(' and in Fig. 8.1 b the ordered sequence of 200 points is depicted. The 
'same procedure have been applied to the hyperbolic map starting from the number e (see 
Figs. 8.2a y 8.2b) . It is highly interesting to compare in both cases the graphics 8.la and 
8.1b as well as 8.2a and 8.2b: notice how the 200 points of the hyperbolic map ordered 
themselves when in reality, they are following a completely chaotic 1 [24] trajectory! 

Obviously, being the continued fraction expansion of the Golden Mean a purely 
periodic expansion, it is a "Tued point" or an "equilibrium value" of the hyperbolic 
map, through all the iterations. That means that if the initial value is A (0) = a, thenA(k) = 
a is a constant solution to the iterated dynamical system, for all values of k. 

The same happens with all the members of the family that have a purely periodic 
continued fraction expansion. In the restant cases, where the continued fraction 
expansion is only periodic, we have also fixed points of the hyperbolic map, since leaving 
aside the first iteration, then the obtained value is invariant. 

In fact, we have depicted in Fig. 8.3 the hyperbolic map starting from the Golden 
Mean </> and in Fig. 8.4 the hyperbolic map starting from all the others Metallic Means 
we have already considered. As is easily seen, they appear as fixed points of the 
hyperbolic map. We have taken 50 digits and 1,000 iterations. 

In conclusion, we may assert 

I '·Chaotic'"is a process with respect to its dynamics, that is. when it is not possible to adventure any 
prognosis about its future evolution, since very similar initial conditions produce bclul,,;ors of the system 
that differ enormously among them. 
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PROPERTY NR 5 OF THE lVIETALLIC lVIEANS FAMILY 

Since the continued fraction expansions of the Golden, Silver and Bronze Means 

are of the form IT], 1.2], [3], respectively, these numbers are 04fIxed points" of the 

hyperbolic map. For the restant members of this family, that possess periodic 

continued fraction expansions ofthe form p ,;;:), being all the terms (with the 

exception of the fIrst) equal to n, we have also fIxed points of the hyperbolic map. 

NOTE: Of course, the number of members of the MMF that satisfies Properties 1,2,3, 
4 and 5, is infinite, since we could add to the above mentioned irrational numbers, all the 
irrational numbers which continued fraction expansion is purely periodic of period 1, 
such as for example 

5 +J29 7 +J53 F] =1 +24> ; f:5] 2 ; f.6] =3 +J1o ; 17] 2; ~] =4 +fl7; ... 

as well as all the possible combinations of continued fraction expansions of the form 
[n, p], with n natural and p an uneven number: 

1 +Ji3 1 +J29 1 +-153 
[2,3] 2; [3,5] 2 ; [4,7] 

2 

The rest of the members of the family are integer numbers with continued 
fraction expansions [n, 0] or else numbers with continued fraction expansions that 
include "stable cycles" obeying certain regularity rules that will be published elsewhere. 
Some of them are 

1 +J2j 1 +J33 1 +JTi ., 
2 =[2,13]; 2 =(3,2,1,2,5]; 2 =[4,1,3,2,1,1,2,.,,1,7]. 

9. QUASI-CRYSTALS: FORBIDDEN SYl\tlMETRIES 

Among the many problems in Physics, Chemistry, Biology and Ecology where 
the members of the M11F appear, one of the most striking is the structure of a quasi­
crystal. The most symmetric, regular and periodic of all real entities, are the "crystals". 
At the opposite end of the scale, we have the disordered or amorphous substances, like 
the "glasses ". 
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To distinguish between a crystal and a glass let us consider that a real crystal can 
be modellized putting an atom or a molecule at all the vertices of a regular triangular, 
cuadrangular or hexagonal lattice, lattices that have symmetries of order 3, 4 and 6 (Fig. 
9.1). In such a way, the problem of matter structure is reduced to one of pure geometry. 
This was the state of the art until 1984, when Schechtman et al. [25], [26], registering 
diffraction schema of electrons in an alloy of Aluminium and Manganese quickly cooled, 
found in cutting with planes forming detennined angles, pentagonal symmetries of order 
5, wholly impossible in a crystal since it is, obviously, impossible to tessellate the plane 
with regular pentagons. 

These configurations with pentagonal symmetry, that possess a quasi-periodic 
spatial structure, were called "quasi-crystals ". And they are really a new solid state of 
matter! 

What is extremely interesting is the fact that the projections were taken cutting 
with a plane which slope with respect to the ground was equal to the Golden Mean </>. 

Starting with this discovery, there appeared another quasi-crystals with other 
forbidden syrrunetries. E.g. the Silver Mean (JAg = 1 + ..fi = [ 2" ], generates a quasi­

. crystal with a forbidden symmetry of order 8 (see [27], [28]), while [ 4 ] = </>.3 appears 
in another forbidden symmetry, of order 12 (see [29]). Both symmetries, have been 
empirically detected. 

In particular, Gumbs, Ali et al., in various highly interesting papers [30], [31], 
[32], [33] and [34] studied electronic, optical, acoustic and super-conducting properties 
of quasi-periodic layered systems. For that purpose, they constructed geometric one­
dimensional models of a new type of quasi-crystals devised taking as basis GSFS. They 
were interested in these quasi-crystals because of their important physical applications, 
i.e. the problem of light transmission through a multi-layered medium. Among their most 
remarkable experimental results, they found fundamental differences in the behavior of 
Metallic Means which continued fraction expansion is purely periodic (the Golden Mean, 
the Silver Mean and the Bronze Me"an) and the Metallic Means with on'ly periodic 
continued fraction expansions (the Copper Mean and the Nickel Mean): 

1) In studying the electronic properties of a GSFS lattice, it was found that the trace 
maps of the Golden, Silver and Bronze Mean lattices are volume-preserving (non­
dissipative) while those of the Copper and Nickel Mean lattices are volume-non­
preserving ( dissipative). 

2) In investigating the magnetic excitation spectra of a Nickel-Molybdene GSFS lattice, 
it was found that only in the case of purely periodic continued fraction expansions, the 
whole spectrum is self-similar. In the case of periodic continued fraction expansions, only 
some parts of the whole spectrum are self-sii:nilar. 
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3) In considering quasi-periodic quantum Ising models in which the exchange interaction 
follows a GSFS, it was proved that in the case of dissipative maps (Copper and Nickel 
Mean lattices), the spectral properties are directly determined by the attract or of the 
map. And that the Copper and Nickel Mean lattices can be classified as between quasi­
periodic and random, with the Nickel Mean more random than the Copper Mean. 

10. CANTOR SPECTRA IN CRITICAL STATES 

In 1919, the brilliant mathematician Felix Hausdorff published a fundamental 
paper on the concept of "dimension" of a set. This paper opened the possibility of 
constructing sets with non integer topological dimension! The topological dimension 
corresponds to the common meaning of the word "dimension" and is an integer: it is 
zero for a point, one for a straight line, two for a certain portion of the plane and three 
for any body in space.' But evidently, the curves, surfaces and volumes may be so 
complex as to make it necessary to differentiate among them, taking into account how 
quickly the length, the surface or the volumen vary with respect to measure scales each 
time smaller. This notion established the base to define the "'fractal dimension", 
introduced by the polish mathematician Benoit B. Mandelbrot [35], [36]. 

Mandelbrot defined a "fractal" as a set with a Hausdorff dimension greater or 
equal to its topological dimension. It can be stated that the concept of dimension he used 
was a simplification of Hausdorff dimension. 

The notion of self-similarity is strictly related with the intuitive concept of 
dimension. A segment may be divided into N equal sub-segments, each of which is in a 
relation e = l/Nwith the original segment (Fig. 10.1). Analogously, in dividing a square 
into N equal sub-squares, obviously self-similar, we have a relation e = lIlfD. with the 
complete figure; this ratio is e = 1/1f13 in the case of a cube and e = 1/}f for a D­
dimensional object. Then 

Taking logarithms in both members, we get 

Din e=-InN, 

from where we get the fractal dimension D: 

(10.1) 
InN 

In(l/ e) 

We shall apply this fonnula to calculate the fractal dimension of the famous 
"Cantor ternary set", that is the most ancient known fractal. It was introduced by the 
gennan mathematician Georg Cantor (1845-1918), who is considered one of the 
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founders of set theory. To construct this set, let us begin with a given segment that is 
divided into three equal parts (Fig. 10.2) and leaving aside the middle third. Then the left 
and right thirds are again divided in three equal parts and the middle third is left aside. 
The process is repeated until after many iterations, we get discrete points that form the 
so called "Can/or powder ". If we take the initial length equal to unity, after three 
iterations, we shall have 23 = 8 segments, each of them of length }"3 = 1127. After 11 

iterations there will be 2n segments, each of length 3-D. The total length of the restant 
segments is equal to (2/3t, a quantity that tends evidently to zero when n tends to 
infinity. This implies that the fractal dimension of the Cantor ternary set is 

D 
InN 

In(l / e) 1 ( / 
-n =0,6309 ... 

n 1 3 ) 

This value is an irrational number, being nearer from one than from zero, and this is, in a 
certain sense, a measure of its irregularity. 

M. S. EI Naschie has carefully analyzed the relations existent among the 
Hausdorff dimension of Cantor sets of higher order and the Golden Mean and the Silver 
Mean [37], [38]. In particular, in Reference [39], he proved five important theorems, 

. three of them main theorems (Bijection Theorem, Theorem of the Golden Mean and 
Generalized Fibonacci Theorem) and two auxiliary theorems (Silver Mean Theorem and 
Arithmetic Mean Theorem). These theorems are related to the notion of K.AM 
instability2 and the global chaos in hamiltonian ( that conserve the energy) physical 
systems. 

Indeed, certain members of the MMF playa very important rol in relation to the 
stability of some orbits in the n-dimensional phase space. For example, it is a very well 
known fact that orbits with a "winding mlmber" equal to the Golden Mean are the most 
stable - the winding number measures the mean displacement of a certain angle at each 
iteration of a discrete dynamical system. Furthermore, the connection between the 
hyperbolic map and more general dynamical systems, is closely related to period 
duplication and the Golden Mean route to chaos. The empirical finding of period 
duplication in a certain physical phenomenon, as well as the existence of certain irrational 
ratios that produce the onset to chaos when this ratio is equal to the Golden Mean, are 
very well known in modern References (see References [3] and [21]). 

The forbidden symmetries we have already encountered in analyziung quasi­
crystals, like the symmetries of order eight and twelve, may also be generated by Cantor 
multiplicative sets of higher order, together with the Golden Mean [40]. 

~Kolmogorov (1954), Arnold (1963) and Moser (1967), proved what is today knO\\'l1 as KPuVf theorem. 
This theorem states that the motion in the phase space of Classical Mechanics is neither completely 
regular nor completely irregular. but that the sort path depends sensibly from the initial conditions .. 
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Comparing the terms of the secondary Fibonacci sequence (3.1), with the ternary 
Fibonacci sequence, defined by the relation 

(10.2) 

like it is indicated in the following table: 

11 1 2 
.., 

4 5 6 7 8 9 .J 

F" 1 1 2 
.., 

5 8 13 21 34 .J 

Bn 1 1 2 4 7 13 24 44 81 

it is easy to verify that for the first sequence, Fn and n are equal only when n = 5, while 
for the second one, Bn and n are equal only when n = 4. These type of states is normally 
used to modellize some forms of ergodic] behavior of physical systems and they can be 
considered as "ergodic-type states". The connections of this research with statistical 
mechanics, classic as well as quantum mechanics, as is proved by EI Naschie [41], 
determine the existence of two types of quasi-ergodic Cantor sets: 

- a) an even set of four dimensions, that describes the behavior of classical particles and 
bosons4 

; 

b) an odd set of five dimensions, related with fermio~ and with the pentagonal 
symmetry of quasi-crystals. 

11. TIME IRREVERSIBILITY 

ilia Prigogine is, without any doubt, one of the most important scientists of this 
century. He awarded the Nobel Prize in Chemistry and nowadays, he is the leader of a 
brilliant research group at the Free University in Brussel, Belgium. The fundamental 
question of time irreversibility and its consequences in science philosophy, has been one 
of his main preoccupations. 

The basic laws in Physics, from newtonian Mechanics to the generalized relativity 
theory of Einstein, as well as the present theories for the elementary particles, satisfy all 
the hypothesis of time reversibility. 

3 In Dynamics, it is a very important problem to be able to descnee the path of a particle in space. If the 
particle is limited La move inside a limited domain of space, it is essential to know if the path fills out 
all the space ",ith an uniform distribution in a sufficiently long time. Such paths are called "ergodic" 
and to postulate their existence is a fundamental problem in classic Dynamics as well as in Quantum 
Mechanics. 
4 Bosons are eiementary particles \\ith a "spin" or angular momentum that is an integer multiple of 
Planck's constant. Photons and mesons are bosons. 
~ Fermions are elementary particles ,\ith a ··spin·· trot is a half-integer multiple of Planck·s constant. 
Electrons. protons and neutrons are fennions. 

104 



As Einstein stated: "the distilIction among past, present and future, is only an 
illusion". However, time seems to flow in one sense. How is it possible to reconcile the 
fundamental statement with the empirical fact? 

In his recently appeared book [42], Prigogine considers this question and the 
finding of an answer obliges him to revise and restate all the Physics, starting from 
Epicur's dilemma for whom the problem of the intelligibility of nature is undetachable 
from men destiny. 

Together with Prigogine and other scientists, El Naschie proposes a solution 
valid for classical Mechanics as well as for Quantum Mechanics [43]. The solution 
consists in the introduction of the notion of a "cantorian" (from Cantor) space-time, in 
which time behaves statistically and is completely undistinguishable from the restant 
three space coordinates. What is really remarkable of this Cantorian space-time is that 
applying all the probabilistic necessary laws, the values of Hausdorff dimensions are 

intrinsically linked to the Golden Mean cf> and its successive powers, like cf>2 = [2, 1] and 

cf>s = (4] (see Reference [44])1 

Obviously, Hausdorff dimension, being an intermediate measure between volume 
'and dimension, plays in this new theory a preponderant rol as a linkage between 

dimension and information. We may as well conjecture a relation between the 
irrationality grade and the information content, since when the dimension is equal to the 
Golden Mean cf> - the most irrational of all irrational numbers -- the information 
content is the largest possible. 

12. CONCLUSIONS 

We have already verified how the 11MF is closely related to the transition from a 
periodic dynamics to a quasi-periodic dynamics, as well as to the onset from order to 
chaos and with time irreversibility. 

But simultaneously, since the beginning of humanity, there have been 
philosophical, natural and aesthetic considerations that have had primacy in the 
establishment of proportions based on some members of this family. They appeared more 
or less explicitly in the sacred art of Egypt, India, China and Islam and other ancient 
civilizations. They have dominated greek art and architecture, they persisted concealed in 
the monuments of the Gothic Middle Ages and re-emerged openly to be celebrated in the 
Renaissance. 

Summarizing, we can state that wherever there is an intensification of function or 
a particular beauty and harmony of form, there at least the two first members of the 
M1vfF, e.g. the Golden Mean and the Silver Mean, will be found. If the rest ant members 
of this family are also involucred in these considerations, future researchs will give the 
answer. 
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Such a wide range of applications where the members of the i\1N.tF are present, 

opens the road to new inter-disciplinary investigations that undoubtedly will clear up the 

existent relations between Art and Technique, building a bridge linking the rational 

scientific approach and the aesthetic emotion. And perhaps this new perspective could 

help us in giving Technology, from which we depend each time more and more for our 

survival, a more human character. 
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FIGURE CAPTIONS 

Fig. 5.1: Golden relations in a pentagon or unity side. 

Fig. 5.2: Golden divisions in an ancient mask of Hermes. 

Fig. 5.3: The Silver Mean in a regular octagon. 

Fig. 6.1: Fractalization of a cube. 

Fig. 6.2: Icosahedron. 

Fig. 6.3: Icosahedrical spiral. 

Fig. 8.1a: Hyperbolic map starting from 1t. 

Fig. 8.1b: Ordered sequence of200 points for the hyperbolic map of Fig. 8.Ia. 

Fig. 8 .. 2a: Hyperbolic map starting from e. 

Fig. 8.2b: Ordered sequence of200 points for the hyperbolic map of Fig. 8.2a. 

Fig. 8.3: Hyperbolic map starting from the Golden Mean. 

Fig. 8.4: Hyperbolic map starting from the other ~v1etallic Means. 

Fig. 9.1: Regular tilings for tessellating the plane. 

Fig. 9.2: Cantor "powder" set. 
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5.5 

Fig. 5.1 

Fig. 5.2 
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Fig. 5.3 

Fig. 6.1 
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> x:=evalf(PI); , 

> R: = [seq(H(Li = 1 .. 1 OOO}]; 

> plot{R,O .. 1,O .. 1,style = POINT); 

> 
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> R2: = [seq(HO,i = 1 .. 200)1: 
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> plot{R2,O .. 1,O .. 1,style = LINE); 
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> x:=evalf{E); 

x:=2.7182818284590452353602874713526624977572470937 
> R: = [seq{H{),i = 1 .. 1 000)]: 
> plot{R,0 .. 1 ,0 .. 1/style = POINT); 
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> R1: = [seq{H{),i = 1 .. 200)1: 

• 
\ 

\ 

> plot{R1 ,0 .. 1 ,0 .. 1/style = LINE}; 
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> 
> Digits: = 50; 
> x: = e val f { {1 + s q rt ( 5) ) /2} ; 
> F1 : = array(l .. 1 ODD}; 
>H1:=proc(); 
> if i = 1 then F1 [i]: = frac(x) else F1 [iJ: = frac(l /frac(F1 [i-1.1)) 
> fj· , 
> end; 
> Rl : = [seq(Hl O,i = 1 .. 50}]; 
> R 3: = [ R 1 [2 .. 49] ] ; 
> with(plots): 
> RP: = plot{R1 ,0 .. 1 ,O .. 1,style = POINT): 
> RP3: = plot(R3,O .. 1 ,O .. l,style = POINT}: 
> display({RP,RP3}}; 
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The equations m·S(m) = n·S(n) and m·S(n) = n·S(m) 
have infinitily many solutions 

Vasile Seleacu? Constantin A. Dumitrescu 

University of Craiova, Department of Mathematics, 
A.I.Cuza street 13, (1100) Craiova, ROMANIA 

Let be S : if ---7 if the Smarandache function. 

Sen) = min {k I n ~d k! } 

where ~ d is the order generated by: 

on set}/. 
d 

/\= g.c.d. 
d 

d 

v=s.c.m. 

It is known that vfId = (N· ,/\, v) is a lattice where 1 is the smallest element and 0 is the 
d 

biggest element. The order ~ d is defined like in any lattice by: 

or, in other terms: 

d 

n~dm <=> n/\m=n <=> nvm=m 
d 

n~d m <=> nlm. 

Next we will study two diophantine equations which contain the Smarandache 

function. 

Reminding of two of the features of Smarandache' s function which we will need 

further: 

1. Smarandache's function satisfies: 
d 

S(mvn) == max{S(m),S(n)} 

2. To calculate S (pa) : 

2.a. we will write the exponent in the generalized base [P] definite by the 

sequence with general term: 



who satisfies: 

that is: 

, 

i-I 
a.(p)=--

I p-1 

ai+1 (P) = p. ai (P) + 1 

2.b. the result is read in the standard base (P) definite by the sequence: 

bi(P) = pi 

who satisfies: 

that is: 

(P): l.,p,p2 ,p3 , ... 

2.c. the number obtained will be multiply by p. 

Proposition: I The equation 

mS(m) = nS(n) 

has infinity many solutions in the next two cases: 

1. m = n - obvious 

2. m>nwith m=d·a, n=d·b satisfying mAn=d, dAa=l, 
d d 

dAb> 1 and the dual of this condition for m < n. 
d 

The equation 

mS(n) = nS(m) 

has infinity many solutions in the next two cases: 

1. m = n - obvious 

2. m> n and mAn = 1 
d 

Let's consider m > n. We distinguish the next cases: 

1. mAn = 1 that is (m,n) = 1. 
d 

(1) 

(2) 

Then from equation (1) we can deduce: m ~d S(n); then m ~ S(n). But Sen) ~ n 

for every n and as n < m we get the contradiction: Sen) <m. 
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For the equation (2) we have: m $.d SCm) =:> m $. SCm) =:> m = SCm) =:> m = 4 or m 

is a prime number. If m = 4 the equation becomes: 

4-S(n) = 4-n => n = Sen) => n = 4 or n is a prime number 

So in this case the equation has for solutions the pairs of numbers: 

(4,4), (4,p), (P,4), (p,q) withp,q prime numbers. 

2. If mAn = d::J:. 1, so: 
d 

{
m=d-a 
n=d-b ' cua'ib=l 

the equation (1) becomes: 

a-SCm) = b-S(n) 

From condition m > n we deduce: 

a>b 

We can distinguish the next possibilities: 

a) dAa=l, dAb=l 
d d 

Ifwe note: 

Jt = S(m), v = Sen) 

we have: 

Jt =S(m) = Sed-a) = S(d~a) = max(S(d),S(a» 

v = Sen) =S(d-b) = S(d~b) = max(S(d),S(b» 

and the equation (1) is equivalent with: 

m Sen) a v ---- <=> ---
n - SCm) b - Jt 

From (5) we deduce for Jt and v the possibilities: 

al) Jl = S(d), v = S(d), that is: 

S(d)~S(a) and S(d)~S(b) 

In this case (6) becomes: 

a2) J.l =S(d), V= S(b), that is: 

a 
-= 1 - false 
b 

S(d) ~ S(a) and S(d) < S(b) 

In this case (6) becomes: 

a _ S(b) =:> as(d) = bS(b) 
b - Sed) 
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But a /\ b = 1, so we must have: 
d 

a ~d S(b) so a ~ S(b) 

and in the same time: 

S(b)~b<a -contradicts(7) 

a3) J-l = S(a), v = Sed) that is: 

Sea) > Sed) and Sed) ~ S(b) 

In this case the equation (6) is: 

a Sed) ----
b - Sea) 

that is: 
as(a) = bS(d) 

Then from a/\b = 1 => a ~d Sed) and b ~d S(a). So: 
d 

Sea) ~ a ~ Sed) - contradicts (8) 

a4) J-l=S(a), v=S(b) 

In this case the equation (6) becomes: 

a S(b) 
-=-- with a/\b= 1 
b Sea) d 

and we are in the case 1. 

For the equation (2) which can be also write: 

as(n) = bS(m) 

that is: av = bJ-l 

• in the conditions al) it becomes: 

• in the conditions al) it becomes: 

and as a I\b = 1 we deduce: 
d 

a=b-false 

as(b) = bS(d) 

a ~d Sed), b ~d S(b). 

So b~S(b),thatisb=S(b),so b=4 or b=p-primenumber 

and the equation becomes: 

a ~ Sed) 

and as S(d)/\d> 1 we obtain the contradiction: 
d 

• in the conditions 33) it becomes: 

al\d> 1 
d 

(7) 

(8) 

(9) 

(10) 



as(d) = bS(a) 

and because a I\b = 1 we must have a Sd Sea) that is a = Sea). 
d 

So the equation is: 

Sed) =b 

As d I\S(d) > 1 it results d I\b > 1 - false. 
d d 

• in the conditions a4) the equation becomes: 

as(b) = bS(a) 

that is the equation (2) in the case 1. 

b) dl\a>1 and dl\b=l 
d d 

As (1) is equivalent with (4) from a 1\ b = 1 it results: 
d 

a Sd Sen) and b Sd SCm) 

From the hypothesis ( d I\a > 1) it results: 
• d 

SCm) = S(a·d) ~ max {S(a),S(d)} 

Ifin (11) the inequality is not top, that is: 
SCm) = max{S(d),S(a)} 

and as 

Sen) = max{S(d),S(b)} 

(11) 

(12) 

we are in the in the case a). Let's suppose that in (11) the inequality is top: 

SCm) > max{S(a),S(d)} 

It results: 
S(m) > S(a) 

S(m»S(d) 

Reminding of (11) we have the next cases: 

bI) Sen) = Sed) 

The equation( 4) becomes: 

as(m) =bS(d) 

and from a > b it results Sed) > SCm) - faIse (13). 

b2) Sen) = S(b) 

The equation (4) becomes: 

as(m) = bS(b) 

As gcd(a, b) = 1 it results d Sd S(b) so as S(b) - false because 

S(b)sb<a. 

c) dl\a= 1 and dl\b> 1 
d d 
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We get: 

d 
SCm) = Sed ·a) = S(dva) = max{S(d),S(a)} 

Sen) = Sed ·b) ~ max {S(d),S(b)} 

If the last inequality is not top, we have the case a). So let it be: 

Sen) > max{S(d),S(b)} , 

that is: 

Sen) >S(d) 

and 

S(n»S(b) 

el) SCm) = S(d), that is Sed) ~ S(a). The equation becomes: 

as(d) = bS(n) 

(15) 

(16) 

We can't get a contradiction and we can see that the equation has solutions 

like this: 

So b = p" , d = pa . The condition a > b becomes a > pX. We must have also 

a 1\ pa = 1, that is a 1\ p = 1 . 
d d 

The equation becomes: 

pa a. S(pa) = pa+x S . (pa+::r) 

It results: 

p" S(pa+x) p" p«a +x)[p])(P) p"«a +x)[p])(P) 
a- -

- S(pa) P(qp1)(p) - (qp1)(p) . 

We can see that choosing a this way: 

(a[p])(p) = p" = (1~)(p) => a = alp] = (1~)[PI =an1 (P) 

we get: 

a = «a+x)[p])(P) EN 

We must also put the condition a 1\ p = 1 which we can get choosing 
d 

convenient values for x. 

Example: For n = 3 we have: 

(3): 1,3,9,27, ... 

[3]: 1,4, 13,40, 121, ... 

Considering x= 2 we get (from condition (a[p])(p) = p"): 
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(a[3])(3) = 3% = 32 = 100(3) => a = lOOp] = 13 => 

a = S(pa+x) = S(31
3+2) = S(3 15

) = (15[3])(3) = 102(3) = 11 

So, (m = 313 ·11, n = 31S
) is solution for equation (1). 

Equation (2) which has the form: 

as(n) = bS(d) 

has no solutions because from a > b => Sed) > Sen) - false. 
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On The Irrationality Of Certain Alternative 
Smarandache Series 

Sandor J6zsef 

~160 FortUli :--:0. 79. R-Jud. Harghita. RO\L·\"',;{A 

1. Let Sen) be the Smarandache function. In paper [1] it is proved the irrationality of 

i S(7) . We note here that this result is contained in the following more general 
n=1 11. 

theorem (see e.g. [2]). 

Theorem 1 Let (xJ be a sequence of natural numbers with the properties: (1) there 

exists flo EN· such that xn ~ 11 for all 11 ~ flo; (2) x n < 17- I for an infinity of 11; 

a:' X 

(3) xm > 0 for infinitely many m. Then the series L ~ is irrational. 
=1 n. 

') 

By ietting xn = S(n), it is well known that Sen) ~ 11 for n;;::: 170 == 1, and Sen) ~ : n 
J 

2 
for 11 > 4, composite. Clearly, ~ n < n - 1 for n> 3. Thus the irrationality of the 

J 

second constant of Smarandache ([ 1]) is contained in the above result. 

nr I h' . I' fth al . . ~( ),,-1 Sen) 2. vve now prove a resu t on t e lrratlOna lty a e tematmg senes L.. -1 -,-. 
=1 n. 

\Ve can formulate our result more generally, as follows: 

Theorem 2 Let (a,,), (b,,) be two sequences of positive integers having the 

following properties: (1) nla1a2 _ •. G" for an n;;:::no (flo EN~); (2) h"+1 <bn ~Gn for 
G,,+I 

> (""'J) Il _110; IS compOSite. Then the senes 
y, h 
L (_1),,-1 . 11 is convergent and has an irrational value. 
n~l GIGZ_··G" 

Proof It is sufficient to consider the series L (-Ir- I b" . The proof is very 
,"",,~, G IG: ••. Cl'7 

h 
similar (in some aspect) to Theorem 2 in our paper [3]. Let X., = " (11;;::: 110 )' 

. alaZ _ . . LI., 



1 
Then xn ~ ----. -70 since (I) gives al ... ak ? k -7 x (as k -7(0). On the other 

al···an _1 

hand, X,,+I < XII by the first part of (2). Thus Leibnitz criteria assures the 

convergence of the series. Let us now assume, on the contrary, that the series has a 
a 

rational value, say k' First we note that we can choose k in such a manner that k+ I 

. . kId d ·f k . a ca IS composite, and > tlo . n ee , I + 1 = I (pnme), then -- = . Let 
p - 1 c(p -1) 

c = 2ar 2 + 2r , where r is arbitrary. Then 2a(2ar2 + 2r) + 1 = (2ar + 1)2, which is 

composite. Since r is arbitrary, we can assume k > 110 . By multiplying the sum with 

alaz· .. a k , we can write: 

The alternating series on the right side is convergent and must have an integer 
b b b 

value. But it is well known its value lies between ~ - k+2 and ~. Here 
a k• 1 a k + l ak+2 a k+ 1 

bk+? bhl -...::..:.:'--- > 0 on base of (3). On the other hand -- < 1, since k + 1 is a 
a k+1ak+2 a k+1 

composite number. Since an integer number has a value between 0 and 1, we have 
obtained a contradiction, finishing the proof of the theorem. 

Corollary £(_on-I Sen) is irrationa1. 
n=1 n! 

Proof Let an = 11. Then condition (1) of Theorem 2 is obvious for alln; (2) is valid 

with no =2, since S(n)5.n and S(n+l)5.n+l=(n+l)·I«n+l)S(n) for n?2.· 

2 
For composite m we have SCm) 5.-:;m <m, thus condition (3) is verified, too. 

oJ 

References: 

1. L Cojocaru and S. Cojocaru The Second Constant Of Smarandache, Smarandache 
Notions Journal, vo1. 7, no. 1-2-3 (1996),119-120 

') J Sandor Irrational Numbers, Caiete metodico-~tiin~ifice, no. 44, Universitatea din 
Timi~oara, 1987,p.I-18(seep. 5) 

3. J Sandor On The Irrationality Of Some Alternating Series. Studia Univ Babe~­
Bolay, Mathematica, XXXIII, 4, 1988, p. 7-12 

125 



Sorne Elernentary Algebraic Considerations 
Inspired by Srnarandache Type Functions 

E. Radescu and N. Radescu 
University of Craiova, Department of .iYlathematics, 

1100 Craiova, Romania 

The basic idee a of this paper is the algebraic construction of some func­
tions representing prolongations of the Smarandache type functions to more 
complete sets already known and having specified properties. 

A. Starting from a sequence of positive integers fj : N* -4 N* satisfyi.l1g 
the condition 

'iln E N*, 3mn E N*, 'ilm > mn ==? n/(T (m) (1) 

(such sequences-possibly satisfying an extra condition-considered by C. Chris­
tol to generalise the p-adic numbers were called also multiplicative convergent 
to zero; for example: (T (n) = n!)it was built an associated Smarandache type 
function that is SeT : N* -4 N* defined by 

SeT (n) = min {mn : mn is given by (I)} (2) 

(For fj : N* -4 N* with (T (n) = n! the associated function SeT is just the 
Smarandache function.) 

The sequence is noted (TOd and the associated function SOd. 

For each such a sequence, the associated function has a series of properties 
already proved, from whom we retain: 

vVe can stand out:-the universal algebra (N*, n), the set of operations is 
n = {v d, 'Po} where V d : (N*)2 -4 N'" with 'ilx, yEN", xV d Y = [x, y] and 



<Po : (N*)Q ~ N* the null operation that fi..'<:es I-unique particular element 
with the role of neutral element for "Vd"; 1 = eVd -the universal algebra 
(N*,rn with rt' = {V,1,Uo} where V : (N*)2 ~ N'", "Ix, y E N*; x V y = 

sup {x, y} and 1,Uo : (N*)~ ~ N" a null operation that fixes I-unique particular 
element with the role of neutral element for" V": 1 = ev. vVe observe that 
the universal algebra (N*, rt) and (N*, rt') are of the same type 

(~d ~o) ~ (~ ~o) 
and with the similarity (bijective) V d ~ V and <po ~ 1,Uo function SOd : 
N* ~ N* is a morphism between them. 

We already know that eN*)I ,rt) with I-a some set-is an universal alge-

bra ''lith rt = {u,'l, wo} defined by : 

WI : (N*/ x (N*)I ~ (N*)I 

with 

Va = {~}iEI' b = {bi}iEI' a, bE (N*/ , WI (a, b) = {ai Vd bi}iEI 

and Wo a null operation: ew l = {~= 1 hEI (the canonical projections Pj 
being, of course, morphismes between ((N*/,rt) and (N*,rt) (see [3, tho 

l.a)])). 
We also know that ((N*/ ,rt') with rt' = {BI,Bo} defined by 

Bl : (N*/ X (N*)I ~ (N*)I 

by 
Va = {ai}iEI' b = {biLEI' a, bE (N*)I , B1 (a, b) = {~V bi}iEI 

and Bo - a null operation: eel = {~ = IhEI (neutral element) is an universal 
algebra and is of the same type as the above one. 

With all these known elements we can state: 

Theorem 1 If SOd : N* ~ N* is a Smarandache t'llpe function defined by 
(2), morphism between (N*,rt) and (N*,D.') and I is a some set, then there 
is an unique SOd.: (N*)I ~ (N*/ , morphism between the universal alge-
bras UN*)I, rt) 'and ((N*)I , rt') so that Pi 0 SOd = SOd. 0 pi, i E I, where 

Pj : (N*)I ~ (N*) 'U1'ith Va = {aihEI E (N*)I, Pj (a) = aj, Vj E I are 
the canonical projections, morphismes between ((N*) I , rt') and (N*, rt') , Pi : 
(N*)I ~ N*, analoguous between ((N*)I ,rt) and (N",rt). 
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Proof. vVe use the property of universality of the universal algebra 
((N*)! , .0') : for every (A, e) with e = {T, eo} is an universal algebra of the 

same type with ((N*)! ,.0') and Ui : A --+ N", Vi E I, morphismes between 

(A, e) and (N", .0') , there is an unique U : A --+ (N")! morphism between the 

universal algebras (A, e) and ((N*)! , .0') , so that Pj 0 U = Uj, Vj E I, with 

Pj - the canonical projections. A some universal algebra can be ((N*)! ,.0) 
because is of the same type and the morphismes from the assumption can be 
Ui : (N*/ --+ N* defined by: 

Va = {ai}iEI E (N'Y, Uj (a) = SOd (aj) -¢:::=* Uj = SOd 0 Pi> Vj E I, 

where SOd is a Smarandache type function, morphisme, as we mow from 
(3) and Pj - the canonical projections, morphismes between ((N*)I , .0) and 

(N*, .o)(Ui are morphismes as a composition of two morphismes). The as­
sumptions of the property of universality being ensured, it results that there 
is an unique SOd : (N*l --+ (N*/, morphismes between ((N*)!, .0) and 

((N*)! ,.0') so that Pj 0 SOd = uj, Vj E I, i.e. Pj 0 SOd = SOd 0 Pj, Vj E I .• 

B. A sequence of positive integers (j : N* --+ N'" is called" of divisibility 
(d.s.)" if: 

min ~ (j (m) l(j (n) 

and "of strong divisibility (s.d.s.)" if: 

(j((m,n)) = ((j(m) ,(j(n)), Vm,n E N*, 

with (m, n) the greatest common factor. 

(4) 

(5) 

The sequence s.d.s. were studied by N. Jansen; the Fibonacci sequence 
defined by 

is a s.d.s. 
Starting from a sequence (jdd : N* --+ N* that satisfies the condition 

Vn E N*, 3717.n E N*, Vm EN"', ffinln ~ n/(j (m), (6) 

as associated Smarandache's function was built that is SM. : N* --+ N* given 
by 

SM. (n) = min {mn : 'Tnn is given by (6)} , Vn E N*, (7) 
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having a series of already known properties from w}ljc..h we retain: 
if the sequence CTdd, is s.d.s. and satisfies (6), then 

where [a, bj is the smallest common multiple of a and b (see [1, tho 2.5]). 

(8) 

vVe can stand out the universal algebra (N*, n) where, this time, n = 

{V d, Ad, 'Po} of the type T = (~d ~d ~o) with mown V d and 'Po (from 

A) and Ad : (N*)2 ~ N* defined by 

x Ad Y = (x, y) , Vx, Y E N*. 

It is known that then there is an universal algebra ((N*)I, n) with I -
- I 

a some set and here n = {WI, W2, wo} with WI, W~ mown and W2 : (N*) X 

(N*)I ~ (N*)I defined by: 

W2 (a, b) = {ai Ad bi}iEI' Va = {ai}iEI' b = {bi}iEI E(N*)l. 

It can be stated the same as at A: 

Theorem 2 If Sdd, : N* ~ N* is a Smarandache t'bpe function defined by 
(1), endomorphism for the universal algebra (N*, n) and I - a some set, 
then there is an unique Sdd, : (N*)I ~ (N*)I , an endomorphism for the above 

universal algebra ((N*)I ,n) so that Pi 0 Slid = Slid 0 Pi, Vi E I. 

The analogical proof with that of tho 1. can be also done directly; the 
corespondence Sdd, is defined and it is shown that is a D.mction, endomorphism, 
the required conditions being obviously satisfied. 

Remark 1 If the initial sequence (Jdd, isn't at all s.d.s. but satisfies (6) with 
a view to the properties of the associated function, a function can be always 
defined Sdd, : (N*/ ~ (N*)I that is no more an endomorphism for the given 

universal algebra ((N* l ,n) than in certain conditions or in particular cases 

(see [J, tho 2.4.}). 
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C. Starting from a sequence noted CTdO of positive -integers erdO : N* ---4- N* 
that satisfies the condition: 

'ifn E N*, 3'T71.n E N*; 'ifm E N", ffin/m ===:;.. n ~ CTdO (m) (9) 

are associated Smarandache type function was built, defined by: 

SdO (n) = min{ffin \ffin satisfies (9) } (10) 

having known properties. 
Standing out the universal algebra (N*, D') when here D! - {V, /\, to} 

with V, to known, and /\ : (N*)2 ---4- N* by 

x /\ Y = inf {x, y}, 'if x, yEN" 

it can be proved the same way that there is an unique SdO : (N*)l ---4- (N*l 
endomorphism of the universal algebra ((N*)l ,D') so that 

Above we built the prolongations Sij to more complexe sets of the Smaran­
dache type functions noted Sij (for I = {I} ===:;.. sw' = Sij)' The algebric 
properties of the Sij, for their restrictions to N*, could bring new properties 
for the Smarandache type function that we cop..sidered above. 
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CONSTRUCTION OF ELEMENTS OF THE SMARANDACHE 
SQUARE-PARTIAL-DIGITAL SUBSEQUENCE 

by Lamarr Widmer 

The Smarandache Square-Partial-Digital Subsequence (SPDS) ~s 

the sequence of square integers which admit a partition for which 

each segment is a square integer. An example is 506
2= 256036 

which has partition 25610136. Ashbacher considers these numbers 
on page 44 of [1] and quickly shows that the SPDS is infinite by 
exhibiting two infinite IIfamilies ll of elements. We will extend 
his results by showing how to construct infinite families of 
elements of SPDS containing desired patterns of digits. 

Theorem~: Let c be any concatenation of square numbers. There 
are infinitely many elements of SPDS which contain the sequence c. 

proof: If c forms an even integer, let N = c. Otherwise, let N 
be c with a digit 4 added at the right. So N is an even number. 

Find any factorization N = 2ab. Consider the number 

m = a-lO"+ b for sufficiently large n. (Sufficiently large means 

that IOn > b 2 and IOn > N .) Then m2= a2 102n + N-10
n 

+ b
2 

E SPDS . 

Q.E.D. 

For example, let us construct elements of SPDS containing the 
string c = 2514936. In the notation of our proof, we have 
ab = 1257468 and we can use a = 6 and b = 209578 (among many 
pas s ibi 1 i ties). Th i s gives us the numbers . 

600000209578
2 

="360000251493643922938084 

6000000209578
2 = 36000002514936043922938084 

60000000209578
2 

= 3600000025149360043922938084 

etc., which all belong to SPDS. 
This allows us to imbed any sequence of squares in the 

interior of an element of SPDS. What about the ends? Clearly we 
cannot put all such sequences at the end of an element of SPDS. No 
perfect square ends in the digits 99, for example. Our best 
result in this respect is the following. 

Theorem 2: Let a be any positive integer. There are infinitely 

many elements of SPDS which begin and end with a
2

• 

proof: For large enough n (ie. IOn> 225a
z 

) I consider 
2n a n 2" n-1-

m = a-10 + '2 10 + a = a-l0 + 5a-10 + a 

Then 

m 2 = a 2 - 1 04n + a 2 
- 1 03n + i a 2 • 1 02n + .a 2 - IOn + a 2 

2 4n 2 3n 2 2n-2 2 n 2 = a -10 + a-I 0 + (l5a) - 10 + a-I 0 + a 

belongs to SPDS. Q.E.D. 



We illustrate for a = 8 . ,For successive values of n 
beginning with 5, we have the following elements of SPDS. 

80000400008
2 

= 6400064001440006400064 

8000004000008
2 

= 64000064000144000064000064 

800000040000008
2 

= 640000064000014400000640000064 
etc. 

We have a number of observations concerning this last result. 
First, an obvious debt is owed to Ashbacher's work [1], in which 

he gives the family 2122= 44944, 20102
2

= 404090404 , 
Second, we actually have exhibited an infinite family of elements 

of SPDS in which a
2 

appears four times. And finally, we note that 
2n+1 a n 

an alternate proof can be given using m = a-IO + 210 + a 

for which m2= a2 ·104.n+2+ a2·103n+1+(45a)2·102n-2+ a2·10n + a2 . 

This concludes our results emphasizing the infinitude of 
SPDS. In addition we wish to note an instance of the square of an 

element of SPDS which also belongs to SPDS, namely 441
2

= 194481 . 

Can an example be found of integers m, m
2

, m4. all belonging to 
SPDS? It is relatively easy to find two consecutive squares in 

SPDS. One example is 122= 144 and 13
2 = 169. Does SPDS also 

contain a sequence of three or more consecutive squares? 
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Let 

REMARKABLE INEQUALITIES 
by 

Ion BiHicenoiu 

In this paper are presented inequalities between factors of canonical decomposition. 

e p1 (0) ep1(0) ep,,(D) (0) 
n! = Pl· P2 . ... . p 11(0) 

be the decomposition of n! into primes with 2 = PI < 3 = pz < ... < Px(n) , 
and n(n) is the number of prime numbers smaller or equal to n. Of course, epi (n), i = 1, n(n) 
are Legendre's exponents. It is said that: 

e,(n)=[%H;2 ]+[f]+ ... 
1. Proposition. 
For every n ~ 4, holds: 

Proof. Because 

(1) 

If n = 2k, then 

If n = 2k+ 1, it results that we have the following possibilities: 2k+ 1 = 3m or 

2k+ 1 = 3 m+ 1 or 2k+ 1 = 3 m+2 and consequently 1. = 1 __ 1_ or 1. = 1 or 1. = 1 + _1_ 
m 2 2m m 2 m 2 2m· 

It results 

[%J_1.>l _1_lQ 
[~J-m-2-14-7 ' 

While 

. [nJ> 1Qr nJ that IS "2 -7L3 for n~21. 

[2~] JKi]] J~·1f·t[~]L [1fH[~]] =[11J =2 
[3n2 ] [t[~JJ - [t[~JJ - [t[~JJ 7 

that is [2~ ] ~ 2[3n2 J. 



. e2(n) 5 
From (1) and (2) It results e3(n) 2: 3" for n 2: 216 and so 

2e2(a) > 2e3(a) for n 2: 216. 

It may be verified directly that 2e2(a) > 3e3(a) for 4 ~ n < 216. 

2. Proposition. 

For p 2: 5 and n 2: 2 it is true that 

Proof. 

i) If 2 ~ n < p because ep(n) = 0, it results 

iii) For 

Therefore 

then it may be showed that: 

f J~Hf,-L e,(n) 
2 - [~J -ep(n) 

p2(3n - 8) p 8p 
>- <=> n>--2· 

4n(p+ 1) 2 p-

n 2: p2 2: n > p ~ 2 for p 2: 5, it results 

[iJ+[fiJ p 

[~J+[:2 f2 
If n = 2k, then: 

[~J .~ p p-1 
->--->--
[~J ~-2 2 

(2) 

e2(n) 5 
2 e3(n) 2: 23" > 3 or 

(3) 

(4) 

(5) 

If n = 2k+1 2: p, then 2k+1 is of the form: 2k+1=pm+i, i E O,p-l .For i=O, it results 

!. = E. __ 1_ > P - 1 and I:'.or . 11k P i 
m illE ,P -, m = - + - . 

2 2m - 222m 
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Finally we get 

[~J k p-I 
--->--
[~J-m- 2 

(5') 

We have also 

[;2 ] Jt[~]] J¥Ti[~JJ J P(P;I) ]m~JJ _[PCP-I)] 
[;2rm~Jr m~JJ - [tHJJ - 4 

While 

[;, ] J R P(P; I) ]![:z ]L [P.J[P(P-I)J [;, r [ b[ ;2 ]] - 2 4 

[;, L [p.Ji-2[pCp -I)J > E. 
[;, ] - 2 4 - 2 for P " 5, i " 2 

Generally 

From (4) and (6) it results that 

e2(n) > P. for n ~ p2 
ep(n) - 2 

e2(n) P 

(6) 

(7) 

From (3) and (7) it results 

3. Proposition. 

2 ep(n) ~ 22' > p, that is: 2ez(n) > 2ep(n) 

Let p, q be prime numbers, n = p·q·x with xEN*. If 

it results 

Proof. Obviously, if n=pm ;en:q 
[~J = px = p > 1 

(8) 

e,(n) [~J+[:z ]+[;,} ... q 

eq(n) = [~J+[qn2 ]+[q~]+ ... "p 

We shall prove that 

. (9) 

For n = p·q·x , XE N* is true the' following inequality 

[;l [.9.Ji-2[qZ] > [q2] 
[ ] 

- P 2 - 2' if P < q. i ~ 2 
n p P 
qi 
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We prove this inequality using the mathematical induction. Obviously 

[;2] Jt[~JJ > [~[~JL [~][~~]] =[q2] 

[:2] [![~]] - m~]] - m~]] p2 
We suppose that is true (10) for i=k-l, that is: 

[pi=t L [9.Jk-3[q2] > [q2] 

[ ]

- p 2 - 2 
n p P 

qk-l 

And we demonstrate that (10) is true for i=k: 

[pn,] = [~[pi=t ]] ~ [tm'-3[~]~ qf:t ]] ~[~r[ q:] ~[q:] 
[:' ] [![ q~-l ]] [ ~ q~-l ]] P P P 

Finally the fonnula (10) is true for i ~ 2. 

If [q2] > 9. then from (8) and (10) it results (9). Using (9) it results: p2 p 

ep(n) q 
p eq(n) ~ p P 

(10') 

(11) 

9. 
Because pC! > qP is q > P ~ 3 it results p p > q and therefore 

ep(n) q 

p eq (n) ~ p P > q that is: 

p ep(n) > p eq(n) 

4. Remark. 

The restriction 
i) p = 2 and q ~ 5, 

3 ~ P < q it suppressed in following cases: 
because in Proposition 2 it is showed that: 

2 e2(n) > qeq(n), for n ~ 2. 

ii)p=2, q=3 for n=2·3·x, xEN*, 61x and x~18. Is true that: 

Obviously 

that IS 

3X+[3X] 
_~;-;2=--=- > 1 
2X+[23x] -3 

3x +[3X] 
_~;-;2=--=-~ 1 <=> 0 < 3[3X] _5[2X]_x 
2X+[~X ] 3 2 3 
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Because 3(32X-1)-523"'(-X~3[3;J-5[;XJ-x, and O~X618 for x~18, 
it results: 

(12) 

Using (2) and (12) it, results: 

e2(n) 5 
2 e3 (n) ~ 23" > 3 and therefore 

iii) p = 2, q = 3 and n = 22·32.x, where xEN*. 
Indeed 

(13) 

Using (2) and (13) it results: 

e2(n) 5 
2 e3(n) ~ 23"> 3 and therefore 2c!(n) > 3e3(n) . 
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Some Considerations Concerning the 
Sumatory Function Associated to 

Generalised Smarandache Function 

E. Radescu and N. Radescu 

d 

Let us denote by V the least common multiple, by A the greatest common devisor and 
d 

A = min, V = max. It is known that No = (N' ,A, V) and Nd = (N*, 1, v) are lattices. The order 

on the set N' : nt :::;; il;-~ nt An2 = nt. corresponding to the first of these lattices and it is 
d 

known that this is a total order. But the order :::;; induced on the same set by A and V and 
J d 

defined by: nt :::;; fl2 ~ nt A fl2 = nt ~ nt divides n.is only a partial order. 
d d ~ 

Let a : No ~ Nd (1) a sequence of positive integers defined on the set N' . 
The sequence (1) is said to be a multiplicatively convergent to zero sequence (mcz) if: 
'lin EN' ,3m" EN', 'lim>m" => n:::;; a(m) (2). 

d 

The sequence 
a : Nd ~ Nd (3) 

is said to be a divisibility sequence (ds) if n:::;; m => a(n) :::;; a(m) and it is said to be a strong 
d d 

divisibility sequence (sds) if: 

a( n 1 m) = a(n) 1 a(m) for every n, mEN' (4). 

Let the lattices No and N d . We'll use the following notations: 
(a) a sequence aoo : No ~ No is a (00) - sequences; 
(b) a sequence aOd: No ~ Nd is a (od) - sequences; 
( c) a sequence a dJ : Nd ~ No is a ( do) - sequences; 
(d) a sequence add: Nd ~ Nd is a (dd) - sequences. 

Then A( do) - sequence a dJ the monotonicity yields: 
(md))'lint,n2 EN",nt :::;;n2 =>ad)(nt):::;;ad)(fl2) (5) 

d 

and the condition of convergence to inifinity is: 
(cd))'lin EN', 3m" EN", 'lim:::;; mIl => ad)(m) ~ n (6). 

d 

Analogously, for a (dd) - sequence add the monotonicity yields: 
(mdd)'Ii nt, fl2 EN", nt :::;; n2 => a dJCnt) :::;; a dln2) (7) 

d d 

and the convergence to zero is: 
(cdd)'lin EN", 3m" EN", 'lim~ mIl => ad,/.,m,,) ~ n . (8) 

d d 

To each sequence a ij, with i,j E {O, d}, satisfying the condition (cij), one may attach a 
sequence Sij (a generalised Smarandache function) defined by: 

Sij= min {mIl : m 11 is given by the condition (cij)} (9). 
For the properties the functions Sij, see [2]. 

It is said that for every numerical function f it can be attashed the sumatory function: 
FtCn) = I. ff..d) (10) 

dI" 

The function f is expressed as: 
ff..n)= I. ~u)FAv) (11) 

lIv.=a 

where /-1 is the Mobius function (/-1(1) = 1, /-1(n) = ° if n is divisible by the square of a prime 
number, /-1(n) = (_l)k if n the product of k different prime numbers). 

If f is the a generalised Smarandache function, S ij then 



Fy{n) = L Sid), i,j E {O, d}. (12) 
diD 

Now let us consider n = PIPl, .. Pk, with PI <Pl < '" <Pl.: primes number and 

Si}(PI) ~ Si}{]>l) ~ ... ~ SJ,pk), for example. If i=O, j=d, then SOd( nl V n2) = SOJ,.nI)VSOJ..n2) and 
1£ 1£ 1£ 

PaJn) = Sol. 1 ) + L SO~b)+ L SO~bPt)+ L SOd(PbPtPq)+-,SoJ..n). It result: 
11=1 b,t=I.;r.,.t b,~q=I.;r.,.t=q 

F~Jl) = SoI.1); 
Poipl) = So/. 1 ) + SOd{flI) = PoJ..1) + 20 SOd{flI); 
PohlP2) = Sol. 1) + SO~I) + SoAA) + SO~IPl) = Sol. 1) + Soipt) +2SoAA) = Pad(Pl) +2S0d<P2); 
PohlP2P3) = PahIPl) + 22 SoAA); 
PoiPIP2P3P4) = PaJ.pIP2P3) + 23 SOd{fl4); 
PohlP2 ···Pk) = PaMP2· ··Pk-I) + 21£-1 SOd{flk). 

That is PahIPZ ... Pk) = Sol.l) + f 2i-1 SOd{fli). 
i=1 

The equality (11) becomes: 
SOd{flk) = S\n) = L ~(n)PaJ..b) = 

8b=Jl 

= Pajn) - ~Poo(~)+ ~.PoJ(p~j)+'" 
I #J 

with Pad{i) = PaJ.pIPl···Pi-IPi+I ... Pk) = ~I 2j-1 SotJ(pj) + .fl 2j-1 SotJ(pj) = 
F .F~ 

= ForJPtP2 ... Pi-I) + 2 i-I PoJ.pi+I",Pk). 
' .. Analogously, 

Pod(P~J = FoIYt .. ·Pi-I) + 2 i-I Po/.Pi+1 ···Pj-I )+ 2j-1 PoJ.pj+-1 ",Pk) = 
i-I j-I 1£ 

= L 2k-1 So .Inb) + L 2k-2Sod{flb)+ L 2k-3 SO,MJb). 
1>=1 d\j-'. 1>=i+1 1I=j+-1 

In particulary, for n = p', p prime number, it result: 
So./F) = L ~~)FoIJft) = FoAr) - FoVI). 

11+q=. 

If n = p' if with max { So,MJ), . ", soy)} ~min { Sod{ q), ... , Sod{ q1}' then 
FocAPif) = PoJF) + (a+ OFo/. if)· 

Ifi=d, j=d and if add is a (sds) satisfying the condition (Cdd) , then 

Sdd( nl V fl2) = Sd/.nl) V Sd.l..fl2) (13) 

and J1jn) = SdoCl) + f Sdd{flb)+ f [Sd~b) V Sd.!.yt)} 

+ f 11=1 [SdtJ(;Jb) ~~~t) V SdtJ(pq)]+",+Sdl.n) (14) 
b,t,q=I.;r.,.t=q 

Sd~) + J1JF) - J1VI). (15) 
Example: The Fibonacci sequence (FlJ) D<:~- definited by F 11+-1 = FlJ + F g-I, with FI = F2 = 1 ia s 
(sds), so for the generalised Smarandache function SF attached to this sequence we have: 

S~ nl V fl2) = SAnl) V SAn2), and the calculus of Sp(n) is reduced to the calculus of SF(p'), 

with p a prime number. For instance: 

n S;{n) n S;{n) n S;{n) 

1 1 7 8 13 21 

I 2 3 8 I 6 14 24 

" 4 9 24 15 20 oJ 

4 6 10 15 16 12 

5 5 11 20 17 

6 12 12 12 18 
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~j4)= 10,I1A8) = 16,~j16)=28,~j15)=30. 
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SuperConunuting and a second distributive law: 
Subtraction and division may not commute, but they SuperCommute 

Homer B. Tilton 
Department of Mathematics, Physics and Astronomy 

Pima Community College East 
8181 East Irvington Road 

Tucson, Arizona 85709-4000 USA 

Abstract 

This paper deals with teaching methods. 
Elementary textbooks tell that addition and multiplication commute but subtraction and 

division do not Actually they do if a simple restriction is observed The technique is not 
new; but the method presented here for teaching it is believed to be new and simple enough 
for presentation immediately following the signed-m.unbers concept The technique is 
dubbed SuperCommuting or the shuffling property. 

Supert:;ommnting leads directly to anew formal algebraic distributive law, one that 
applies to expressions oftha form l/(a*b/c/d*e ... ). Also, by comparison with the first 
distributive law, the duality concept can be painlessly and lUlobtrusively introduced by the 
dedicated instructor ofbegiIDling algebra 

Introduction 
The beginning algebra student is today told, almost incidentally, that a long string of 

nmnbers consisting ofamixture of additions and subtractions can be evaluated by adding 
all positive mn:nbers then adding all negmve numbers then subtracting the two results. This 
paper gives a fonnal treatment of that property and extends it to a similar procedure with 
strings ofmnltiplicationB and divisions. Underlying this entire discussion is the Order of 
Operations rule in which operations of a given kind are to be performed from left to right. 

Asterisk is used as the multiplication sign to prepare the student for future computer math 
literacy. Thus A*B is always used, never AB, AxB, or A-B. Similarly, division is always 
CJD never C+D. 

Subtraction and SuperCommuting 
Today, the student may be told that A-B can be written -B+A; but how does one initially 

present this idea with total clarity? One method follows. 
First write A-B as 0 +A -Bwhel"e "ft:~ has a plus sign directly attached to it, and "B" 

has a minus sign directly attached to it The student would then be told it>s alright to shuftle 
these munbers if the sign of each nmnber is carried with it while keeping 0 at the front of 
the string. Thus, 0 +A-B becomes 0 -B +A or simply -B+A, the initial 0 having outlived 
its usefulness; and the problem in subtraction is said to be the addition of signed numbers. 

That simple and obvious development suggests another one that isjust as simple but 
perhaps less obvious. 



Division and SuperCommuting 
A similar process can be illustrated with division. Begin by writing CID as I*C ID, 

where "c' has a nmltipl icati on sign directly attached to it and "rY' has a division sign 
directly attached to it just as jf*C and ID were some kind of "signed numbers"! The 
student would then be told it's alright to shuffle these if the sign attached to each Dl..IIIlber is 
carried with it, and ifl is kept at the front of the string. Thus 1 *C ID becomes lID ·C, 
and a problem which started out as division is now seen to be multiplication by the 
divisor's reciprocal. In this case the initial numeral, 1, must be retained because *C and ID 
are not recognized as any kind of signed numbers.· (But might they be?) 

A second distributive law 
The student would now be infonned that long strings of additions and subtractions can be 

similarly shnfIled into an arbitrary order, as can long strings of multiplications and . 
divisions; and that the traditional commutative laws of addition and multiplication are 
simply narrow applications of this shuffling property. 

The parallel, or dual nature of the above two developments is as obvious as the fact that 
lightning begets ttnmder. 1lms is suggested a new distributive law, one that works for 
complex fractions like l/(a*b/c) by considering their dual, in this case o-(a+b-c). The 
suggestion is that l/(a*b/c) becomes l/aIb*c. A traditional proof is left to the reader. 

Teaching duality early 
After this, the student of elementary algebra should be perfectly comfortable with the 

duality concept if presented something as follows. 
One's left hand is like one's right hand except that they are mu.tua1 mirror images, each 

is a mirror image or a reflecti on of the ()ther. This is one kind of symmetry. Another kind of 
symmetry exists between a number and its reciprocal. A number and its reciprocal are 
ntU1ua1 reciprocals. Still another kind of symmetry is the ~ in which the new 
distributive law relates to the old one. 

Compare these two forms; the :first illustrates the new distributive law, the second ibrm 
illustrates the old fiDniliar one: 

1 I(a *b Ie) = 1 fa Ib *c 

o -(a +b ~c) = 0 -a -b +c 

The student can then be told that either fonn can be changed into the other by excbangins 

* and + signs, I and - signs, and constants 1 and 0; and that this kind of symmetry is called 
duality,and tho two fonns ar-e said to be mutual duals. It might also be suggested that this 
kind of duality is a precise form of the usually imprecise method called analogy. 

Finally it should be pointed out to the student that in each of the three kinds ofsymmetIy 
discussed above, a double application is the same as no application. That is. if a right hand 
is reflected twice, the result has the shape of a right hand; if the reciprocal is taken twice, 
the original nmnber results; and if the dual is taken twice, the original form results. 

JJJJJ 
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PROPERTIES OF THE TRIPLETS i 

I. Balacenoiu, V. Seleacu 

Univ.ofCraiova 

F or every natural number p we define p. 
(p. -l,p· ,p. + 1) , where p. = 2.3.5 . ... p 
Let us consider the following requence of prime numbers: 
2 =Pl < 3= P2 <5 = P3 < ... Pk < .... 

as the following triplet 

We call the triplets (p;-l,p;,p;+l), where P; =Pl.P] .... Pk ,k=1,2 ... as p. 
triplets. 
It is easy to observe that : 
i) (p; - 1, P; + 1) = 1 , because P; -1, P; + 1 are both of them ar~ add numbers, and 

(p; + l)-(p; -1) = 2 
ii) divides p; -lor P; + 1 , because (p; -l,p;) = 1, this 

implies Si > Pk , for every i E 1, t. 

iii) ifn divides P; -lor P; + 1, then (n,Ph) = 1, for h ~ k 
Proposition. The triplets p. are separated. 
Proof Let us consider the consecutive triplets : 

P;-l -l,p;_1 ,P;-l + 1 

p; -l,p;,p; + 1 

Because p; -1- (P;-l + 1) = P;-l (Pk -1) - 2> 0 it results that every two consecutive 
triplets are separated, so we have: 
P; - 1 < P; < P; + 1 < P; -l,p; < p; + 1 < ... < P; -1 < P; < P; + 1 < ... 
Remark. Let us consider the triplets : 

P; -l,p;,p; + 1 

P;' -l,p;,p;' + 1, where k <h,and 

Mklt = {n EN / P; + 1 < n < P;' -I} 
Then we have: 
a) if h - k is constant, then card M increases simultaneously with k. 
b) card M kh increans when h - k increases. 

Definition. We say that the triplets p;, p;' , where k < h , are F - prime triplets iff there is 

no n EN, n > 1 so that n / P; ± 1 and n / P: or n / p; ± 1 
Examples. The triplets: 
s· -1 = 29, S· = 30, S· + 1 = 31 

7· -1=209, 7· =210,7· +1=211are 
F - prime triplets. 
The triplets: 



7" -1=209, 7" =210,7· +1=211 

11* -1 = 2309, 11· = 2310,11" + 1 = 2311 

are not F - prime triplets, because (7" -1,1 f) = 11 

Definition. The triplets: (p" -1,p· ,p' + 1) and (q* -1,q" ,q" + 1) where p" -1 = q or 

p. + 1 = q are called tinked triplets. 

Remark. i) If q and p are two consecutive prime numbers, then we call p" and q" as 

consecutive linked triplets. For example 3' and 5' are consecutive linked triplets. 

ii) Two linked triplets are not F- prime triplets. 

Proposition. There is no consecutive linked triplets with p < q , for every p ~ 5. 

Proof. Because p and q, p < q , are two consecutive prime numbers , we have : 

p<q<2p. 
For every p ~ 5 we have: 

[P·q+l]~[~· + ~H;; + ~H~ + ~]< ~3, 
where s is such that s < p and s and p are two consecutive prime number, so we have 

p"+I:;t:q. 

[ . 1] [. 1] . 
Because p q- ~ ~ - q = ~ - 1 ~ 2, then we have p' - 1 :;t: q 

Remark i) There are p' triplets such that p' - 1 and p' + 1 are friend prime numbers ( for 

example for p = 5 ) 

There are friend prime numbers which do not belong to a p" triplet . For example the 

friend prime number 11 and 13 do not belong to any triplet p. ,.because 12 is not a p •. 

ii) The friend prime numbers which belong to a triplet p' are called friend prime numbers 

with the triplet p" . 

There are the pairs of friend prime numbers (5,7) and (29,31) with the triplet p. which 

correspond to p. linked consecutive triplets. 

Unsolved problem 
i) There are an infinite set of friend prime numbers which the triplet p" . 

ii) There are an infinite set offriend prime numbers which the triplet is not p" . 

Proposition. For every kEN" there is a natural number h, h> k such that for every s ~ h 

, the triplets (p; - 1, p;, P; + 1) and (p; -1, P; , p; + 1) are not F - prime. 

Proof. If n divides P; or P; + 1 , then n = ttl ... ti
aj 

, where t j > Pic for every j E 1, i . 

Let if be if = tl . t2 ..... ti . 

Then n divides p; -1 or p; + 1 . If Pir = max{t j } , then h> k, iT divides P; and, of 

course, n divides p; , for every s ~ h . Then the triplets p;, p; are not F - prime. 

Definition. If n = PIal ... Pia, , then ii is denoted by ii = {Pial, Pia! , ... PIa, }. 
1 l' 

1 '! r 

Definition. Let us consider !vI = {ii } nE ..... .f and let S; be the partial ordering relation on 

M , defined by 
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{Pi71, ... ,Pi~'} S {q:'I, ... ,q:"}<=>{Pil,Pi1,···,PiJC{qjl, .. ·,qj,} and Pi. =qjl implies 

aJ,; 5:/31 . 

Definition. Let us consider Mj; = P; u P; - 1 u p; + 1, kEN·. 

Then we define p; = {n EN· Inc MJ,;} and g , for h < k. 

Remark. For n = til ... tt , if n E P; , then there are the following cases: 

i) nl P; and 

ii) n / P; -1 or nip; + 1 

In the first case, n E{P.~,PIPk> ... ,Pk-IPk' ... 'P;}. 

In the second case, becasuse tj > Pk for every j E 1,i it implies that there is S E l,i for 

every h, 15: h 5: k , such that t;· ~ Ph· -1 , respectively t[s ~ P; + l. 

In the paper "[1] it-is defined the Primorial Smarandache function, denoted by SPr , where 

SPr: A eN· --7 N· and SPr(n) = P , where p is the smallest prime number such that n 

divides one of the numbers which belong to the triplet p. : p. - 1, p. , p. + 1 , where 

p. = 2.3.5 . .... p (the product of the prime numbers which are 5: P ) 

In the paper [1] it is proved that the free of quadrates numbers belongs to the domain of 

definition of the function SPr . The problem is : There are numbers which are not free of 

quadrates numbers which belongs to the domain of definition of the function SPr 
? 

We study if there is x2 EN· , where x is a prime number, such that x2 divides one of the 

numbers of the triplet p.:p. -l,p· ,p. + 1 , where p is a prime number. 

It is easy to see that x 2 f p. , for every prime number p . 

We proof that every prime number x EN· has the property x2 f p. ± 1 . If x < P , then 

x2 fp·±1. 

Proposition. x2 f p. ± 1 

Proof In the case x2 = p. + 1 , then x2 
- 1 = p • . It is casy to see that x = 2 do not verify 

this property. 

Because x 2 -1 = M4 and p. = M4+2 , then x2 -1:1= p. 

If • ., Md· M h" • 
x = p - 1, x- + 1:1= 3 an p = 3, t en x- + 1 :1= P 

Remark. Every free of quadrates number could be of one of the following kinds 

4h2, (4k + 1)x2 
, (4k + 2)x2 or (4k + 3)x2 

, where kEN and x is a prime number. 

Proposition. For every prime number x, x EN, we have: 

a) 4h2 :1= p. ± 1 

b) (4k+2)x2 :1= p. ±1 

c) (4k + 1)x2 :1= p. + 1 

d) (4k + 3)X2 :1= p. -1 

Proof a) Because 4h2 is an even number and p. ± 1 are odd numbers, then it results 

that 4h 2 :1= p. ± 1 

b)Inananalogueway (4k+2)x" :1=p·±l, because (4k+2)x" is an even number. 

c) Because (4k+1)x2-1=M4,x>2al/dp· = Nf4+2 then it results that 

(4k + l)x2 :1= p. + 1 . For x = 2 it can be directly proved. 
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d) Because (4k+3)x2+1=M4, then it implies (4k+3)X2 *p. -1. For x=2 it is 
directly proved. 
In order to proved the proposed problem it is necessary to study the following cases, too: 
jx and p which are prime numbers, so that : 
a) (4k + 1)x2 = p. -1 , where 4k + 1, 4k +3 are prime number greater than x. 

b) (4k + 3)x2 = p. + 1 or products of primes greater than x. 
It is easy to see that in the case when 4k + 1 and 4k + 3 have a prime factor q smallest 
than p (q ~ p) the assertions a) and b) are not proved. 
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ON THE QUATERNARY QUADRATIC 
DIOPHANTINE EQUATIONS 

NICD LAE BRA TU 
UNIVERSITY ofCRAIDVA 

In this paper are presented the parametric solutions for the homogeneous diophantine equations: 
x2+ by2+ cz2 = w2 (1) 
where b, e are rational integers. 

1. Present theory. Case 1: b = c = 1 
Curmichael [2] showed that the solutions are expresiolls with the fonn: 

w = p2 + q2 + u2 + v2
; y = 2pq + 2uv; 

,x = p2 _ q2 + u2 _ v2; Z = 2pv - 2qu; 

where p, q, u, v are rational integers. 

(2) 

Mordell [3] showed that only these are the equations solution's by appying the arithmetric 
theory of the Gaussian integers. 

Case 2: b = 1; e = -1. Mordell [3] showed that the so lutions are, and only these, the 
exp reSSIOllS: 

2x = ad - be; 2y = ae + bd; 
2z = ac - bd; 2w = ad + bc; 

a, b, c, d are integer parameters. 

Case 3: b, c, are rational integers. 

(3) 

Mordell [3] took the particulary solutions with trhee parameters again, had been proposed by 
Euler: 

J b J J 
W = p- + q- + cu-; y = 2pq; (4) 

J b J J 
X = p- - q- - cu-; z = 2pu; 

II. Results. 

In [4] is proposed a new method to solve the quaternary equations using the notion of 
"quadratic combination". Ifwe noted G2

" the complete system of equation's solutions: 
J J J d 1 G'': . - , , , J I . x- + y- = Z-, an a so 3- lor the equatIOn: x- + T + z-= W-, we shoI can to enunelate: 

Definition 1: Quadratic combination is a numerical function _ 0 _ which associates each two 
solutios from G1

2 , four solutions from G3
2 

. Simbolicaly we have: 
0: G",xG", ~G,l - - , 



Observation. 

From the quadratic combination of the equation's solutions with the fOlm: x2 + by2 = Z2, we 

sholl obtain the solutions for the equations x2 + b/ + cz2 = w2 [4] 

L Case b = c = 1 

From the quadratic combination, we find again the solution (2). We can present another 
demonstration for Mordell's sentence. From [4] we have: 
Theurema 1. 
For the equation E/ , the solutions are expresions (2) and only these. The first part of the 
demonstration results by verification. For the ssecond part of it, we can use the property 
demonstrated in [4]. 

Lemma 2. The multitude ofthe equation's solutions E/ is a graph F/ as terminal top the 
ordinary solution (1, 0, 0, 1) and the arcs are given by the "t" functions: 

t=w±x±y±z 

The solutions are matriceally developed: 

-1 -1 1 

° -1 1 

S i+l= S i' B ,with B = ° -1 (5) 
-1 -1 

Lemma 3. Any solutions from the equations (2) are on the graph F 3 
2 and, reciprocally, any 

solutions from the F/ can be written with form (2). 
It was defined the term: tl = x + y + Z - w; ti+I < ti' where variables are naturale numbers [4]. 
We are verifing that form every solution of naturale numbers can derive a solution whit WI < w. 
The parameter's corespondence (p > q and u> v) will be: 

PI = P - q - v; 
qI =q 

u l =u + q - v; 
VI =v 

It is obteinid a number of decreasing values WI , having as limet the ordinary solutions 
(1,0,0, 1). Reciprocally, for every solution from the graph F/ is obteined a number of 
parameterly solutions with WI breeder, in cas ti,.1 > ti . 

2. Case b = 1 , c = -1. From quadratic combination resultes equations: 

) , , ') 

w = p- + q- - u- - v-
x = p2 _ q2 + u2 _ v2 (6) 

y=2pq +2uv 
z = 2pv + 2qu 

It can be showed that the Mordell' s solutions (3) are equivalent \vith so lutions (6); the 
parameter's equivalence is given by: 

a=p+v ;b=p-v 
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c=q-u ;d=q+u 
3. Case b, c are rationale integers. For simplicity, we shell treat in two subcases: 

3a) b, c prime numbers. The quadratic combination will require the solutions: 

7 b 7 7 b 7 W = p- + q- + cu- + cv-
7 b 7 7 b 7 X = p- - q- - cu- + cv-

y = 2pq + 2cuv (7) 
z = 2pu - 2bqv 

3 b) band c are compound numbers. For any decomposition: b = i • j and c = 1. h, 
where i, j, 1, h are rationale integers, we have the general solutions with four parameters of the 
equation (1): 

w = ihp2 + jhq2~lu2 + ilv2 

X = ihp2 - jhq2 + jlu2 - ilv2 

Y = 2hpq + 2luv 
z = 2ipv - 2jqu 

(8) 

III. Applications We sholl take again from [4] only the application of the numerical 
representations of exponent 2. It is well known the Fermont - Lagrange Theory. 

Theorema 2 
F or any natural number it is at least a representation by sum of four whole number's square rest: 

z = u2 +y2 + W + e (9) 
Later on another Theory was demonstrated: 

Theorema 3 
For any natural number z~ 22k(81 + 7) it is least a representation of three whole a numbers: 

z = u2 +v2 + w2 (9') 
Our theory allows us to enunciate a much stranger theory: 

Theorema -4 
For any natural number z it is at least three whole numbers (u, v, w) or (a, b, c), in order to 
have: 

z = u2 +y2 + w2 (a) (10) 
z = a2 +b2 + 2c2 (/3) 

For z = z\ = 22k(8l + 7), we have only the representation ( /3), for z = Zz = 22H (81 +7), we have 
only the representation ( a ) and for z,t z\ fo Zz , we have in the same time the 
representations (a) and (/3) . 
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THE SElVrrLA TTICE \-VITH CONSISTENT RETURN 
by Ion mUacenoiu, Department of Mathematics, University ofCraiova, 

1100, Romania 

Letp be a prime number. In [5] is defined the function Sp as Sp:N* ----+N*,Sp(a)=k, where k is 
the smallest positive integer so that pa is a divizor for kL 

A Smarandache function of first kind is defined for each 11 EN* in [1], as nurnericaI function * * Sn:N ----+ N ,so that: 

i) if n = ui
, where u = 1 or u = p, then S1/( a) = k, k being the smallest positive integer with the 

property that k! = M. uia
. 

1'1') l'f n pil pi2 .. , _pir then = I . 2 . r ' 

It is proved that: 

S n (a + b) :::; S1/ (a) . Sn ( b) 

In [2] is proved that: 
i) the function Sn is monotonously increasing, 
ii) the sequence of functions {S i} is monotonously increasing. 

p ieN" 

iii) for p, q - prime nurnbers such that: p < q ~ S p < Sq and p' i < q ~ S / < Sq. where i EN 
iv) if n<p, then Sn < S p-

In [3] it is proved: 

i) for p ~ 5, Sp > max{Sp_l,Sp+l} 

ii) for p,q - prime numbers, i,j EN * 

p < q and i:::; j ~ S i < S J P q 

iii) the sequence of functions {S n teN" is generaly increasing boundled 

* 

iv) if n=p:l. p;2 . .... /;, there are k"k2", ... ,km E{1,2, ... ,r} so that for ~ach tEI,m there IS 
* q, EN so that 



* and for each lEN we have: 

SnU) = max{sp i. (I)}.-
J.5,t~JIl k k( 

( 

We define the set {p~( It E 1, m} as the set of active factors of n- and the others factors as the pasive 

factors. 

Let NpI.P2-.-Pr = {n = p{l. p~2····-P:lil,i2, ... ,ir EN*}, where PI < P2 < ... < Pr are prime numbers. 

Then 

NPIP2-P {N I h il i~ . ir t· J:': } . r = 11 E PJP2-Pr n as PI ,Pi , ... ,Pr as ac IV~ lactors 

is the S-active cone. 

A Smarandache function of second kind is defined for each k EN* in [1], as the function 

Sk:N* -7 N* where Sk (n) = Sn(k). 

It is proved that: 

Sk(a ·b) ~ Sk(a). Sk(b) 

In [4] it is proved that: 

i) for k,1l EN* the formula Sk(n)~n.k is true 

ii) all prime numbers P ~ 5 are maximal points for Sk and 

iii) the function Sk has its relative minimum values for every n = p!, where P is a prime number 

and P ~ max{3,k} 

iv) the numbers kp for p prime number, k EN* and p > k, are the fixed points of Sk 

v) the function Sk have the following properties: 

a) Sk= 0 (nIH), for &> 0 

Sk(n) 
b) lim sup = k 

n-+oo n 

c) Sk is, "generally speaking", incresing, thus: 
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1. DEFINITION. Let g-ft = {Sm(n)\n,m EN*}, * let A,BEP?(N )\0 and a = min A, 

b = min B, a * = max A, b * = max B . The set J is the set of the functions: 

Sa(h),n < max{a,h} 

Sak (bk ), max {a, b} ~ n::; max{ak ,bk } 

where 
B * . B {} JA:N ~g-ft, wzth JA(n)= ak=m~ ai EAlai~J1 

I 

0c = m~{ bj EBlbj ~ n} 
J 

* * * Sa.(b ),n> max{a ,b } 

2. EXAMPLES. 

) .66.lO,12} N* ~ g-ft d a (3·8IO}: an : \ , , 

n 1 2 3 4 5 6 7 8 9 10 11 12 n>13 
I{6,IO,12} 
{3,8,lO} S3(6) S3(6) S3(6) S3(6) S3(6) S3(6) 33(6) S8(6) 38(6) 810(10) 310(10) SIO(12) SIO(12) 

b) Let A = {1,3,5, ... ,2k+l, ... } 

B = {2,4,6, ... ,2k, ... } 

n 1 2 3 4 5 6 2k 2k+l 

IB 
A S2(l) S2(1) S2(3) S4(3) S4(5) S6(5) 

c) Let A = {5,9,lO} and I:1,Ii~::N* ~ g-ft with 
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n 
A 

IA 
N· 

IN· 

2 3 4 5 6 7 8 9 

S5(5) S5(5) S5(5) S5(5) S5(5) S5(5) S5(5) S5(5) S9(9) 

SI (1) S2(2) S3(3) S4(4) S5(5) S6(6) S7(7) S8(8) S9(9) 

It is easy to see that 11 is not the reduction of IN: and 11cN*) c IN: (N*). 
N . N 

3. REMARK. 

The functions whitch belongs to the set I have the folowing properties: 

1) if Al c A2 and nEAl, then I~ (n) = 1;;2 (n) 

1 ') if ~ c~· and n E~ , then I.~ (n) = I.1fz (n) 

10 n> 11 

SlO(10) SlO(lO) 

S1O(10) SnCn) 

2) IN: (11) = Sn(n) = Sn(n), the function IN: is called the I - diagonal function and IN: CN*) is 
N N N 

called the diagonal of g,f{. 

3) for each m EN* I{N·} = Sm for I{N·}(n) = Sm(n), '\In EN*. . m m 

3') for each m EN* I~:} = Sill for I~:}(n) = Sn(m) = Sm(n), '\In EN*, 

4) if n EA (lB, then IiCn) = 4~?Cn) = SnCn). 

4. DEFINITION. For each pair m,n EN*, SmCn) and SmCn) are called the simetrical numbers 

relative to the diagonal of ~ 

Sm and Sill are called the simmetrical functio:n.s relative to the I-diagonal function I~:. As a rule, 

I;; and I~ are called the sirnrnetrical functions relative to the I-diagonal [unction I~:. 
5. DEFINITION. Let us consider the following rule T:I x I ~ I, I.~ T I@ = I.~~g. It is easy to see 

that T is idempotent, commutative and associative, so that: 

i) Ii T 15f = Ii 

ii) I;; T I@ = I@ T 15f 

iii) (I;; T I@) T If = 15fT (I@T If), where A,B,C,D,E,F E?PCN*)\0 

6. DEFINITION. Let us consider the following relative partial order relation p, where: 

pclxI, 

I~ pIg <=> A c (' and Bc D. 

It is easy to see that CI, T,p) is a semilattice. 
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7. DEFINITION. The elements ll, v E I are p - preceded if there is wEI so that: 

W pu and w pv. 

8. DEFINITION. The elements u, v EI, are p - strictly preceded by w if: 

i) W pll and w pv. 

ii) '\Ix EI\{w} so that x pll and x pv =>x pw. 

9. DEFINITION. Let us defined: 

l = {(u, v) EI x Ilu, v are p-preceded} 

1# = {( ll, v) E I x ~u, v are p - strictly preceded}. 

It is evidently that (u, v) E 1* ~ (v, u) Eland (ll, v) E 1# ~ (v,u) E 1#. 

10. DEFINITION. Let us consider T# = U xU, U c I and let us consider the following rule: 

1.:1# 4- W, We 1, Ii 1. Ig = Ii~g and the ordering partial relation r c U x U so that 

Ii rIg ~Ig pIi· 

The structure (1#,.l,r) is called the return of semi lattice (1, T,p). 

11. DEFINITION. The following set 

is called the base of return (1#,.l,r). 

12. REMARK. The base of return has the following properties: 

i) if IB Ere => 1.'1 Ere A B 
ii) for 0:t; Xc N*,I§ Ere 

iii) for Ii Ere is true the following equivalence 0:t; X cCN.(AI\B)~ nonexistence of I§.lI.~. 

B * B w· 13. PROPOSITION. For IA E~ there e.xists n EN so that Irl, (n) = Il~. (n). 

Proof Because A (l B :t; 0 it results that there exists n E A 1\ B so that: 

It results that for I.~ E~ then I.~ has at least a point of contact with I-diagonal function. 
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and 

14. REMARK. From the 1. it results: 

b, n<b= minB 
* bk> b5:n5:b =maxB 

where 

bk = max{x EB\X 5: n} 
* * b ,n>b 

a, m<a= min A 
* ak, a 5: m ~ a = max A 

rln}Cm) = SmCam), where am = where 

ak = max{x E Alx ~ m} 
* * a ,m>a 

15. PROPOSITION. There are troe thefollowing equivalences: 

liCn) = It} Cn) = SnCbn ), IS Cn) = 1{~}Cn) = SnCdn ), liCm) = I~I1}Cm) = S!llCam), and 

IgCm) = I~:"}Cm) = S"\cm) where am' bm c,mdn are defined in the sense of 14. 

Ifn~m, then n~am' Cm~m. 

Proof Evidently, 

( I!, I g) E 1# ~ An C :t: 0 and B n D :t: 0 ~ l~, If E P1J . 

Because An C :t: 0' and B n D :t: 0 it exists n E An C and m E B n D. Then: 

IiCn) = 1{~}Cn) = SnCbn), Ig Cn) = I{~}Cn) = SnCdn) 

IiCm) = I);n}(m) = SmCam), Ig Cm) = Ibm}Cm) = S"'(cm). 

Conversely, if there exist n EN* so that IiCn) = SnCbn) and Ig Cll) = SnCdn ), then because 

liCn) = SnCbn) it results n = ak = m~{ai EAlai ~ n}, so that 11 EA. Because IgCI1) = SnCdn ) it results 
I 

nEC. 

Therefore AnC:t: 0, thus, finally, IJ Ere. It is also proved If EPlJ in the some way. 

If n 5: m, because n E An C it results that n E {x E Alx 5: m} and n E {y E qy 5: m}, therefore 

n 5: am 5: m and 11 ~ cm 5: m. 
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This is presented in the following scheme: 

n m 

I~ 

m •................. 

S,-!!(n) . 

16. DEFINITION. The retum (L#,J..,r) o/semillatice (L,T,p)Js: 

a)null"if L#={(u,u)luEL}=LlL. 

b) weak, if card[,# < card(L x L \ [,#) 

c) consistent, if cardL# = card(L x L - L#) 

d) vigour, if cardL# > card(L x L - L#) 

e) total, if L# = Lx L. 

17. PROPOSITION. The retum (r,J..,r) o/the semilattice (I, T,p) is consistent. 

Proof Evidently, card(g>(N*)\ 0)=~, card I = card[(g>(N*)-0) x C??J>(N*)- 0)] =~ and 

card(l x I) = K 

Let us consider a--={(A,C)IA,Ceg.>(N*)-0,AnC=0} and Gff={(A,C)IA,CEg>(N*)-0, 

AnC:;t;0}. 
-- * cardgt;" =card~ =~. Indeed, if AnC=0 it results that CNoAuCNoC=N ; because for every 

X EP(N*) - 0 ='Y = N* \ X so that Xu Y = N* then it results card,~-;- = card ;~(N*) =~. Because for 

each (A,C), A,C EgJJ(N*)- 0, A n C = 0, it exist at kast two (AJ,Cl ),(A2,C2 ) with 

Ai n Cl :;t; 0, A2 n C2 :;t; 0 it results card5 ~ card~ =~. 
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Since carddW ~ card[ ('PJJ(N*) - 0) x ('PJJ(N*) - 0)] = ~ finally cardIff = ~. Because 

cardl# = card(dW x ~) =~ and card(1 x 1)-1# = card(,ff x~) =~ it results that (1#,J..,r) is a return 

consistent. 

18. RElVIARK. Generaly, it is interesting the [olowing problems: 

i) what relations, operations, structures can be defined on 

ii) what relations, operations, structures can be defmed on 
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ON A FUNCTION IN THE NUlVIBERS THEORY 

by 

Ion Cojocaru and Sorin Cojocaru 

Abstract. In the present paper we study some series concerning the following function of the 

Numbers Theory [1]: "s : N->N such that Sen) is the smallest k with property that k! is 

divisible by n". 

1. Introduction. The following functions in Numbers Theory are well - known : the 

function J..l.(n) of Mobius, the function ~(s) of Riemann (s(s) = f ~,s=cr+it e C), the function 

A(n) ofMangoldt (A(n) = { log~f' ifn= r ) etc. n=1 n 
0,1 n:;t: p . 

The purpose of this paper is to study some series concerning the following function of 

the Numbers Theory "[1] S : N->N such that Sen) is the smallest integer k with the propriety 

that k! is divisible by n". 

We first prove the divergence of some series involving the S function, using an unitary 

method, and then we prove that the series f 1 is convergent to a number S e 
0=2 S(2)S(3) ... S(n) 

(711100, 1011100) and we study some applications of this series in the Numbers Theory . 

Then we prove that series f -S 1 , is convergent to a real numbers s e(0.717, 1.253) 
n=2 (n). 

and that the sum of the remarkable series L Sen) is a irrational number. 
~n! 

2. The main results 

Proposition 1. If (Xn)r21 is strict increasing sequence of natural numbers, then the 

senes: 
co L Xn+l - Xn 

11=1 S(Xn) , 
(1) 

is divergent. 

Proof. We consider the function f[xn, xn+d -+R, defined by f(x) = In In x is meets the 
conditions of the Lagrange's theorem of finite increases. Therefore there is Cn e (xn, Xn+l) 

such that: 

InInXiM-l -Inlnxn = / (Xn - Xn+l). 
Cn nCn 

Because Xn < Cn < Xn+l, we have: 
Xn+l - Xn Xn+l - Xn 

In <lnInxn+l-lnInxn < I ,(V)neN, 
Xn+l Xn+l Xn n Xn 

ifxn:;t:. 1. 

We know that for each n eN*\{l}, S~n) ~ 1, i.e. 

0< Sen) < _1_ 
nInn - Inn' 

(2) 

(3) 

(4) 



from where it results that lim SI(n) = O. Hence there IS k>O such that 
n~<Xl n nn 

S(n). Sen) .. 
-1- < k, I.e., nInn > -- for any nEN , so 
n nn k 

1 <_k_ (5) 
xnlnxn S(xn)' 

Introducing (5) in (3) we obtain : 

Inlnxn+l -Inlnxn < kX~(x~;n, (V)n E N*\{ I}. 

Summing up after n it results: 

~ Xn+1 -Xn 1 
~ S(xn) > k(lnInxm+l -lnInxl). 

Because lim Xm = 00 we have lim lnlnxm = 00, i.e., the series: m-+«> ~<Xl <Xl L Xn+l -Xn 
n=1 S(Xn) 

is divergent. The Proposition 1 is proved. 

Proposition 2. Series ~ S(~) is divergent. 

Proof. We use Proposition 1 for Xn = n. 

Remarks. 

(6) 

• <Xl 

1) Ifxn is the n - the prime number, then the series L X;( -;n is divergent. 
n=1 Xn 

2) If the sequence (Xn)~l forms an arithmetical progression of natural numbers, then <Xl 
the series L x~( - ;n is divergent. 

n=l Xn 
<Xl 1 <Xl 1 

3) The series ~ S(2n+ 1)' ~ S(4n+ 1) etc., are all divergent. 

In conclusion, Proposition 1 offers us an unitary method to prove that the series having 

one of the precedent forms are divergent. 

Proposition 3. The series 
00 1 . 
~ S(2)S(3) ... S(n)ls convergent to a number s E (711100,1011100). 

Proof. From the definition it results Sen) ~ n!, (V)n EN*\{ I}, so S(~) ~ ~!' 

Summing up, beginning with n=2 we obtain: 
<Xl 1 <Xl 1 L > L -=e-2 

n=2 S(2)S(3). .. S(n) - n=2 n! . 

The product S(2) S(3) ... S(n) is greater than the product of prime numbers from the set 

{1:2, ... , n}, because S(p)=p, for p= prime number. Therefore: 
1 1 -n-<-n-, (7) 

n S(i) n Pi 
1=2 1=2 

where Pk is the biggest number smaller or equal to n. 

There are the inequalities : 



S~ 1 1 l' 1 
= ~ S(2)S(3). .. S(n) = S(2) + S(2)S(3) + S(2)S(3)S(4) + .... 1 

+ 1 + ... <l+--L+ 2 + 2 + 
S(2)S(3) .. S(k) 2 2·3 2·3· 5 2·3 ·5· 7 

2 Pk+l -Pk 
'2.3.5.7.11 +····+PlP2 ... Pk +.... (8) 

Using the inequality PIP2 ... Pk>P~+b (V)k ~ 5[5], we obtain: 
111'211 1 

S <2"+"3+5+-5 +2+2+····+-2-+··· (9) 
1 10 P6 P7 Pk+l 

. 1 1 1 1 1 
We symbolIse by P = 2 + 2 + .. , and observe that P < ~ + -2 + --:2 + ... 

P6 P7 b 14 1) 

where 

7t
2 1 1 1 

-6 = 1 +2"+2"+2"+'" (EULER). 
234 

Introducing in (9) we obtain : 

1 1 1 1 7t2 1 1 1 
S<2"+3"+15+105+6- 1-22"-32 -'" 122' 

. Estimating with an approximation of an order not more than ~, we find : 
10 

co 1 
0,71 < ~ S(2)S(3) ... S(n) < 0,79. (10) 

The proposition 3 is proved. 

Remark. Giving up at the right increase from the first terms in the inequality (8) we 

can obtain a better right ranging : 
co 1 
~ S(2)S(3) ... S(n) < 0,97. (11) 

co a. 

Proposition 4. Let a be a fixed real number, a ~ 1. Then the series ~ S(2)S(~) ... S(n) 

is convergent. 

Proof. Be (xkh~l the sequence of prime numbers. We can write: 
~ == 20. = 20.-1 
S(2) 2 

3<1 _~ 
S(2)S(3) - PIP2 

4<1 4<1 p~ 
S(2)S(3)S(4) < PIP2 < PIP2 

5<1 5<1 p~ 
---..::...--- < < ~-'-:-
S(2)S(3)S(4)S(5) PIP2P3 PIP2P3 

0;. 
6<1 60; P4 

S(2)S(3)S(4)S(5)S(6) < PI P2P3 < P IP2P3 

nO. n°; pa __ ..::...-__ < < k+I 
S(2)S(3). .. S(n) PI P2···Pk PI P2···Pk' 

where Pi ~ n, i E {I, ... , k}, Pk+I > n. 
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too. 

Therefore 
co a co (p p) a L n < 2a- I + L k+I - k . Pk+I < 

n=2 S(2)S(3) ... S(n) n=2 S(2)S(3) ... S(n) 
co a 

< 2a- 1 + L Pk+I . 
n=2 PIP2···Pk 

Then it exists ko EN such that for any k ~ ko we have : 
a+3 

PIP2···Pk > PhI· 
Therefore 
co ko-I a+1 
L n

a 
<2a- I + L Pk+I + L _1_ 

0=2 S(2)S(3) ... S(n) k=1 PIP2···Pk ~o P~+I· 

Because the series L + is convergent it results that the given series is convergent 
~Pk+I 

Consequence 1. It exists no EN so that for each n ~ no we have S(2)S(3) ... S(n»na. 
. na . na 

Proof. Because l~ S(2)S(3) ... S(n) = 0, there IS no EN so that S(2)S(3) ... S(n) < 1 

for each n ~ no. 
Consequence 2. It exists no EN so that: 

" S(2) + S(3) + ... + Sen) > (n ~ l)nn-l for each n ~ no . 

Proof. We apply the inequality of averages to the numbers S(2), S(3), ... , Sen) : 

S(2) + S(3) + ... + Sen) > (n _1)11-1 JS(2)S(3) ... S(n) > (n - 1)n:1 , \in ~ no. 

We can write it as it follows: 

1.. + 1.. 1.. 1.. 1.. -1...£ ~ ~ 14 - ~ a(n) h ( ) h 
2! 3! + 4! + 5! + 3! + ... - 2! + 3! + 4! + 5! + 6! + ... - ~ n! ' were a n IS t e 

number of ')olutions for the equation Sex) =:= n, n EN, ~ 2. 

It results from the equality S(x)=n that x is a divisor ofn!, so a(n) is smaller than den!). 

So, a(n) < den!). 

Lemma 1. We have the inequality: 

den) ~ n - 2, for each nEN, ~ 7. (12) 
P f B al a2 ak • h . b d roo. e n = PI P2 ... Pk Wit PI, P2, ... , Pk pnme num ers, an 

aj ~ 1 for each iE {l,2, ... , k}. We consider the function f: [1, co) ~R, f(x)= aX - x - 2, a ~ 2, 
fixed. It is derivable on [1, co) and f(x) = aXlna-l.Because a~2, and x~ 1 it results that 
aX ~ 2,50 aXIna ~ 2Ina = Ina2 ~ ln4 > lne = 1 , f(x) > 0 for each x E [1, co) and a ~ 2, fixed. 
But f(1) = a-3. It results that for a ~ 3 we have f(x) ~ 0 means aX ~ x+2. 

Particularly, for a = Pi, i E {1, 2, .. , k}, we obtain P( ~ ai + 2 for each Pi ~ 3. 
Ifn = 2" sEN-, then den) = 5 + 1 < 2'_2 = n-2 for 5 ~ 3. 
So we can assume k ~ 2, i.e. P2 ~ 3. The following inequalities result: 

al 1 PI ~ al + 
:12 1 P2 ~ a2 + 

ak > + 1 Pk - ak , 

equivalent with 
al > 1 01

2 1 > 1 ak 1 > 1 PI - a I + , P2 - - a2 + , ... , Pk - - ak + . (13) 
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By multiplying, member with member, of the inequalities (13) we obtain: 

p~t(P~2 _ 1) ... (p~k -1) ~ (al + 1)(a2 + 1) ... (ak + 1) = den). 

Considering the obvious inequality : 
> at (pa2 ) (pak ) n-2_PI 2-1 ... k- 1 

(14) 

(15) 

and using (14) it result$ that: 

n-2 ~ den) for each n ~ 7. 
Lemma 2. den!) < (n-2)! for each n EN, n ~ 7. (16) 

Proof. We carry out an induction after n. So, for n=7, 

d(7!) = d(24 .23 .5.7) = 60 < 120 = 5! . 

We assume that den!) < (n-2)!. 

d«(n+l)!) = d(n!(n+l) < den!) d(n+l) < (n-2)!d(n+I) < (n-2)!(n-I) = (n-I)!, 

because in according to Lemma 1, d(n+ 1) <n-l. 

Proposition 5. The series f S(I) is convergent to a number s E (0.717, 1.253). 
li=2 n! 

Proof. From Lemma 2 it results that a(n) < (n-2)!, so a(n) < (1 for every nE N, 
n! n n -1) 

<0 1 6 a(n) <01 
n~7andL--=L-+L . 

. 0=2 Sen)! 0=2 n! 0=7 (n - 1) 

Therefore f a(n) < 1..+ ~+.i. +~+ 14 + f _1_ (17) 
. 0=2 n! 2! 3! 41 5! 6! 0=7n2-n' 

GO 1 GO 1 
Because L -2-- = 1 we have there is a number s > 0, S = L S( )" 

0=2 n - n 0=2 n. 

From (17) we obtain: 

f_l_<391+1 __ 1 ___ I __ 1 1 

0=2 Sen)! 360 22_2 32-3.42-4 
1 1 +_I_=751_i::: 451 <1253. 
52 - 5 62 - 6 360 6 360 ' 

But, because Sen) ~ n for every n EN"', it results: 
<0 1 GO 1 • 
L S( ) , ~ L ,. = e - 2. 0=2 n. 0=2 n. 

Consequently, for the number s we obtain the range e-2 < s < 1,253, i.e., 0,717 < s < 

1,253. 

Because Sen) ~ n, it results L S(~) ~ L ( 1 )1' Therefore the series L S(~) is 
~ n. ~ n - 1 . ~ n. 

convergent to a number f 

Proposition 6. The sum f of the series L S(~) is an irrational number. 
~ n. 

Proof. Fr~m the above results that lim ± Sen) = 1. Under these circumstances that 
~i=2 n! 

f E Q, f> O. Therefore it exists a,b EN, (a,b)=I, so that f=~. 

L b fix d . Ob . a ~ SCi) "S(i) hi h et pea e pnme number, p > b, P ~ 3. Vlously, -b = L... -.-, + ~ -.-, w C 
1=2 1. ~ 1. 

leads to : 
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(p - I)!a = ~ (p - I)!S(i) + L (p -I)!S(i) . 
b 1=2 i! ~ i! 

(p - I)'a ~ (p - I)'S(i) 
Because p > b results that . E N and L .' EN. Consequently we 

b i=2 I! 

" (p - 1)' S(i) 
have ~ i! . E ~ too. 

(p -I)'S(i) 
Be a. = L ., . EN. So we have the relation 

~ 1. 

(P-I)!S(P) (P-I)!S(P+I) (P-I)!S(P+2) 
0.= p! + (p+I)! + (p+2)! + ... 

Because p is a prime number it results S(p )=p. 

So 
S(p + 1) S(p + 2) 

0.;= 1 + (p 1) + (P )(P )' + ... > 1 (18) P + P + 1 +2. 
We know that S(p+ 1) ~ P + I(\i)i ~ 1 , with equality only if the number p+i is prime. 

Consequently, we have 

1 1 1 1 1 1 1 1 1 P 2 ( 19) a. < + P + P(P+l) + p(p+l)(p+2) + ... < + + P +p2 + p3 + ... = p-l < 
From the inequalities (18) and (19) results that 1 <0.<2, impossible, because a. EN. 

The prQposition is proved. 
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1 Variations on Fermat-Euler theorem 

In [Schw81] a semigroup approach to the FERMAT-EuLER Theorem was devel­
oped 

arp(n) == 1 (mod n), (a,n) = 1 

based on an idempotent technique giving the best possible extensions of this 
fundamental result to the set Z of the all integers. In [LaPo96] the idea was 
generalized to finite commutative rings R and subsequently to the residually 
finite DEDEKIND domains, that is DEDEKIND domains R satisfying the finiteness 
condition: 

(FN) For every non-zero ideal MeR the residue class ring Rj M is finite. 

A detailed specialization of these results depends then upon a correspond­
ing detailed knowledge of the structure of the group of units (i.e. invertible 
elements) of the corresponding residue class ring Rj M. The most known pro­
totypes of rings where this knowledge is available are, besides Zn the ring of 
residue classes modulo n, the algebraic number fields. Thus for instance, for 

- residually finite DEDEKIND domains we only have Lemma 8 in general. For 
algebraic number fields see [LaPo96]. 

1.1 Semigroup level 

The basic underlying idea of the proofs of generalizations of FERMAT-EuLER 

Theorem given in [Schw81] and [LaP096] is based on the some elementary semi­
group ideas. To describe them we shall suppose in this Section that S is a finite 
commutative semi group written multiplicatively. 

Given an xES, the sequence 

xES (1) 

contains some of its elements multiple times. If we denote by k = k( x) E N 
(here N is the set of positive integers) the least such exponent for which xl< 
appears at least twice in (1) and d = d(x) the least exponent with xl< = xl<+d, 

then the sequence (1) has the form 

The next elementary result is instrumental in the investigations which follow: 

Lem.ma 1 (Frobenius 1895) For every xES the set 

(2) 

forms a cyclic group with respect to the multiplication. 
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The identity element e = xr, r = r( x) of the group C( x) is the unique 
idempotent of R which belongs to (1). This connections are described saying 
the element x belongs to the idempotent e. 

The above observations imply (see also proof of Theorem 1.9 in [LaPo96]): 

Proposition 1 (Individual Fermat - Euler Theorem) If K:, 8 E N with 
K: ~ k(x), d(x) I 8, then for every x E 5 we have 

and the numbers k(x) and d(x) are the least positive numbers possessing this 
property. 

The main problem here is to determine the exact values of k(x) and d(x). 
As mentioned above, more knowledge about 5 is required for this task. In the 
process of the determination of values of these numbers further structural results 
are needed. To make the paper self-contained we shall outline some crucial 
facts, the reader is referred to [LaPo96} for more details. Of basic importance 
are properties of the idempotents. 

Let Es denote the set of idempotents of 5. Let e E Es. Then the set 

PS(e) = {x E 5; x belongs to e} 

is the largest subsemigroup of 5, which except for e contains no other idem­
potent of 5. This uniquely determined maximal subsemigroup pS(e) will be 
called the maximal (multiplicative) semigroup (of semigroup 5) belonging to the 
idempotent e E Es. Note that 

5 = U pS(e). 
eeEs 

Moreover, if e E Es is an idempotent in 5, then there always exists a subgroup of 
5 containing e as its identity, e.g. the group {e} or the group C( x) of Lemma 1 
provided x belongs to the idempotent e. Since S is finite, there exist maximal 
subgroup of S amongst the all subgroups of 5 for which e serves as the identity 
element. We shall call this group GS(e) the maximal (multiplicative) subgroup 
of 5 belonging to the idempotent e E Es. It is surprising that the existence of 
these subgroups is almost unknown in the classical number theory. 

Given an idempotent e E Es, define 

ke = max{k(x) ; x E pS(e)}, de = l.c.m.{d(x) ; x E PS(e)} 

and 
ks = max{k(x) ; x E 5}, ds = l.c.m.{d(x) ; x E 5}. 

The algebraic meaning of numbers k(x),d(x) for x E 5, ke,d. for e E Es, 
ks, and ds is best explained by the next results [LaPo96, p.268]: 
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Lemma 2 For any x E 5 
(aJ Every of x.l:(z), x.l:·, x"s is an element of a subgroup of 5. iVIore precisely, 
x"(z) E C(x), x"· E GS(e) for x E Ps(e), and x.l:s E UJEEs GS(J). 

(b) For every x E UfEEs GS(J) the element xd(z) = x d• = xds is an idempotent 
of 5. 

These numbers enable us to complement the above individual FERMAT­

EULER Theorem and its classical version to statements over three basic sub­
semi group levels of 5, namely: 

• the least subsemigroup generated by x yielding FERMAT-EuLER Theo­
rems of individual type, 

• the maximal subsemigroup belonging to an idempotent of 5 yielding local 
types of this Theorem, and 

• the whole multiplicative semigroup of 5 giving global type FERMAT­

EULER Theorems. 

Namely, it follows from the definitions of numbers ke, de, ks, ds and Theo­
rems 1.10, and 1.11 of [LaPo96] that: 

Proposition 2 (Local Fermat - Euler theorem) If e E Es, and 1t,8 E N 
with It ~ ke, de 1 8, then then for every x E pS (e) we have 

x",+,s = x"'. 

Moreover, the numbers ke, de are the least positive integers such that this equality 
holds under the given conditions for each x E pS(e). 

Proposition 3 (Global Fermat - Euler theorem) For every x E 5 and 
1t,8 EN with It ~ ks, ds 18 we have 

and the numbers ks, ds are the least positive integers such that this equality 
holds under the given conditions for each x E 5. 

1.2 Finite rings level 

The classical FERMAT-EuLER Theorem involves both additive and multiplica­
tive structure of the ring of integers, so it seems unavoidable to respect the 
interference of both, the additive and multiplicative structure of the underly­
ing ring in the process to find the best possible generalization of this Theorem 
joining its classical form. 

Therefore, in this section we shall always suppose that R denotes a finite 
commutative ring with the identity element 1 = lR. The set ER of idempotents 
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of R is obviously non empty for 0,1 E E and it is finite. The set ER can be 
endowed with a partial ordering 

x ~ y ~ xy= x. 

An idempotent e E ER is called primitive if it is minimal in the ordered set 
(ER \ {O}, ~). 

Lemm.a 3 Let el, ... ,en be the all primitive idempotents of R. Then 
(i) If 0 =I fEE, then 

(ii) If 0 =I fEE, then 

f= 
n 

L 
i=l 

if ei ~ f, 
otherwise. 

e; . 

!Ci=Ci 

To simplify the notation, given f E ER, denote 

If = {iE{l, ... ,n};fei=ed, 

If = {I, ... , n} \ If. 

Note the following facts (the reader is referred for more details to [LaPo96]) 
for e E ER: 

• GR(e) = pR(e)e, thus in particula.r GR(l) = pR(l), 

• GR( e) is the group of units of eR with respect to the ring multiplication 
and GR(e) = peR(e). 

• pR(O) = N(R), where N(R) denotes the the nil-radical of the ring R 

N(R) = {x E R ; xt = 0 for some t > O} 

which is formed by nilpotent elements of R. Thus nil-radical is the max­
imal semigroup belonging to the idempotent O. 

If el, ... , en are all the primitive idempotents of R, then we have the Peirce 
decomposition of R 

and ([LaPo96, p.263-264]) 

pR(f) = pe 1R(ed) $ ... $ pe~R(enf) = E9 GR(e;) $ E9 N(e;R) 

GR(f) $ N«l- f)R) 

GR(f) = E9 GR(e;). 
;EIJ 

iEIJ iEl, 

Important observation is given in the next result: 
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Lemma 4 ([LaPo96, Theorem 1.14]) Let el,' .. , en E E be the primitive 
idempotents of R. Then for every i = 1, ... , n we have 

(4) 

and this union is disjoint. 

If we define for y E ei R 

Vi(Y) = { i if Y E GR(ed, 
if y E N(eiR), where t is minimal with yt = O. 

and 
V(x) = max{vi(eix) ; i = 1, ... , n}, 

then we have: 

Lemma 5 ([LaPo96, Corollary 1 of Theorem 1.15]) For every x E R we 
have k(x) = v(x). 

Finally, if we define 

V(i) = max{v(x) ; x E eiR}, f.P) = l.c.m.{d(x) ; x E GR(ei)} 

for every i = 1, ... , nand 

PI = l.c.m.{p(i) ; i E If} 

then numbers PI, JEER, have the following property ([LaPo96, Lemma 1.8, 
Corollary 1]): 

Lemm.a 6 If f E ER, then Pflpl and the number Pf is the exponent of the 
group GR(t). 

If analogically we define 

VR = max{vI ; fEE} = va, PR = l.c.m·{PI ; fEE} = Pl, 

then these are the least positive integers such. that: 

Lemm.a 7 (a) X VR is an element of a multiplicative subgroup of (R, .) for every 
xE R, 
(b) Xi>R is an idempotent for every x E UfEE GR(J). 

The previous considerations together give the following generalized FERMAT­

EULER Theorems (global and local) which are "computationally easier" to han­
dle in comparison with the Proposition 2 and 3, because it reduces the determi­
nation of the values of v(i), p(i) for i = 1, ... , n to the knowledge of the values 
vf,PI for every JEER. Thus we have: 
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Proposition 4 (Local Fermat - Euler theorem) If e E E R , and 1\.,8 E N 
with I\. 2: lIe, J-I.e I 8, then then for every x E pR( e) we have 

X,,+6 = x"'. 

The numbers lIe, J-I.e are the least positive integers such that this equality holds 
under the given conditions for each x E pR( e). 

Proposition 5 (Global Fermat - Euler theorem) For every x E Rand 
1\.,8 E N with I\. 2: l/R, J-I.R I 8 we have 

and the numbers lIR, J-I.R are the least positive integers such that this equality 
holds under the given conditions for each x E R. 

1.3 Dedekind domains level 

Henceforth we shall suppose that R stands for a residually finite DEDEKIND 

domain. If M is a non-zero ideal of R then the residue class ring R/ivf will be 
denoted by RM and its elements by [xJ = [xl.i\{ = x + M for x E R. The norm 
N(M) of an ideal M is defined as the cardinality of the residue class ring RM. 

Since every proper ideal M of a DEDEKIND domain R is uniquely (up to the 
order of the factors) expressible in the form of a product of powers of prime 
ideals, suppose that 

(5) 

where PI' ... ' Pr are distinct prime ideals of Rand Ui > 0, i = 1, ... , r. 
For these rings the FERMAT-EuLER Theorem is usually stated in the form: 

Lemma 8 ([Nark74, Theorem 1.8]) Let GRM([IJM) denote the group of units 
of the residue class ring RM with M # (0) of a residually finite Dedekind domain 
R. If <PR(M) = card (GRM([IJM»)' then 

if'R(M) = N(M) II (00 - N(P)-OO) , 
'P 

where the product is extended over all prime ideals appearing in (5), and, more­
over, if x E R and «x), M) = (1), then 

x'PR(M) == 1 (mod M). 

As usual, we say that an ideal A divides an ideal B, in symbols AlB, ifthere 
exists an ideal C with B = AC. It can be easily shown that in a DEDEKIND 

domain AlB if and only if A :) B. 
Let an ideal T divide the ideal M. Then the ideal T is called the unitary 

divisor of jlv[, if (T, ':f.) = (1). Here the greatest common divisor (A, B) of two 
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ideals A and B is defined as the ideal A + B = {a + b ; a E A, b E B}, i.e. the 
least (with respect to the set inclusion) ideal containing both ideals A. and B. 
Moreover, an ideal D is called unitary divisor generated by the divisor T of M 
provided D is a unitary divisor of the ideal M and D is divisible by exactly the 
same prime ideals of the ring R as the ideal T. We shall denote it by D = (T). 

If (5) is the factorization of an ideal M with distinct prime ideals PI, ... , Pr , 

Ui > 0, i = 1, ... , r, then given a divisor T of the ideal j\1, define 

IT = {i E {I, ... , r} ; PiIT}. 

The next result describes the relation between unitary divisors of the ideal 
M and idem po tents of the residue class ring RM. 

LeIDIIla 9 ([LaPo96, Theorem 3.2]) There exists a one-to-one correspon­
dence between unitary divisors of the ideal !vI and idempotents of the residue 
class ring RM. More precisely, every idempotent in RM is a solution of the 
congruence system 

x == 0 (mod Pt·) 
x-I (mod Pt·) 

for i E JD, 

for i E {I, .. . ,r} \ JD, 

where D is a unitary divisor of the ideal M. 

(6) 

If an idempotent [J] E RM is given by the system (6), where the ideal D is 
a unitary divisor of the ideal M, then we again say that [J] is the idempotent 
belonging to the (unitary) divisor D. 

This implies, for instance, that we have 2r idempotents in the ring RM, and 
that primitive idempotent rei], for every i = 1, ... , r, is just the idempotent 
belonging to the unitary divisor 

M rrr u· . _ _ J 

M. - p';'i - Pj . 
I j=l 

j~i 

This shows that our notation JT does not collide with its previous usage. If 
[x] E RM and T = «x), M), then we say that [x] belongs to the divisor T of M. 

The next result brings us back to FER.\fAT-EULER Theorem via the explicit 
determination of II([X]): 

LeIDIIla 10 ([LaPo96, Theorem 4.3]) Let [x] E RM belong to a divisor T = 
TIjeJT pjVj, where 1 :::; Vj :::; Uj for every j E JT. Then 

II([X]) = { ~a.x fUi 1 
1EJT Vi 

if T = 1 (IT = 0), 

otherwise. (7) 
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This Theorem in turn implies that 

V(i) = Ui. 

For later purposes define the function 7{ on proper non-zero ideals AI of a 
DEDEKIND ring R by 

7{R(M) = max{ui; i E {I, .. . ,r}} 

if (5) is the decomposition of M into the product of prime ideals. 
If [f] is the idempotent belonging to the divisor D of M, then 

VU] = !flax Uj = 7{R(D); 
]EJD 

in the case [J] = [0] we get 

Zl[O] = . max Uj = l/RM = 7{R(M). 
]E{1, ... ,r} 

We also have: 

Lemma 11 Let (f] be the idempotent of the ring RM belonging to the unitary 
divisor D of M. Then 
(i) The element [x]l£R(D) belongs to CRM([f]) for everg (x] E pRM([f]). 

(ii) The element [x]l£R(M) belongs to a group for every [x] E RM. 
The numbers 7{R(D) and 1f.R(M) are the least positive integers possessing these 
properties. 

Of fundamental importance is also the following structural result: 

Lemma 12 Let [f] E RM be the idempotent belonging to the unitary divisor D 
of M. Then the finite commutative rings R M and (f]M RM with identities [1] M 

75 75 
and [J]M are isomorphic. 

Corollary 12.1 Let [J] E RM be the idempotent belonging to the unitary divisor 

D of M. Then the unit groups C
R

1f ([1] M) and C[J]MRM «(fLy) are isomorphic. 
75 

Corollary 12.2 If rei], i = 1, ... , r are primitive idempotents of RM, then 

This shows that for the determination of the values I-'(i), I-'[J], and I-'R.vr = 1-'[1] 

the information about the structure of the groups CRp
" ([I]p,,), where P is the 

prime ideal of the ring Rand U > 0, is necessary. Thus for instance, a classical 
structural result says: 
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Lemma 13 If P is a prime number in Z and 'U > 0, then 

if P = 2, 'U = 1, 
if P = 2, 'U = 2, 
if P = 2, 'U > 2, 
if p> 2. 

Therefore the exponent of the unit group GZ"'([I]m), where mE Z, m f:. 0, 
is given by the so-called Carmichael function ..\ defined by: 

if m = 1, 
2u - 2 if m = 2u

, 'U > 2, 

{

I 

..\(m) = <p(m) if m = 2,4, or pU for odd prime p, 
l.c.m.{..\(p:i); i = 1, ... , r} if m = p¥' .. . p~r, 

where <p is the EULER totient function, i.e.: 

Lemma 14 For every j = 1, ... , r 

if Pj = 2, 'Uj = 1, 
if Pj = 2, 'Uj = 2, 
if Pj = 2, 'Uj > 2, 
if Pj > 2. 

(8) 

This yields the following (by the way the best possible) extensions of FERMAT­

EULER Theorem for Z which are proved in [Schw81], where 

H(m) = 7-£z«m». 

Proposition 6 (Global Fermat-Euler Theorem) Let a, mE Z, m f:. O. If 
~,5 EN with ~ ~ H(m), ..\(m) 15, then 

a~+6 == a~ (mod m), 

where H(n) = max{al' a2, ... , ak} forn having the standard form n = pf'p~~ .. . p~k. 
The exponents ..\(m) , H(m) are the least positive integers for which the congru-
ence is true for every a. 

If again, given a divisor d of m, (d) denotes the unitary divisor of m having 
the same set of prime divisors as d, and, a unitary divisor of m is such a divisor 
t ofm for which (m,mjt) = 1, then 

Proposition 7 (Local Fermat-Euler Theorem) Let a, m E Z, m f:. 0 and 
d=(a,m)}. If~,6EN with~~H(d),..\(7)15, then 

a",+6 == a'" (mod m), 

The exponents ..\(mjd) , H(d) are the least possible positive integers over the set 
P(d) = {n E Z : (n, m») = d}. 
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Various other forms of FERMAT-EuLER Theorem found in the literature 
can be derived from the just given one using that the LAGRANGE'S Theorem of 
group theory which in case of Zm says 

'<imEN A(m) I rp(m). (9) 

This follows directly also from (8). For concretization of Propositions 2 
and 5 for other rings the values of J.Le and J.LR are needed. In [LaPo96] the 
corresponding values for GAussian integers, and other quadratic extensions of 
Z and general number fields can be found. 

2 Smarandache's algorithm 

Given two integers a, m with m ::p 0, F .SMARANDACHE [Smar81] proved that 
the following algorithm terminates 

Let do = (a, m), a = aodo, 
(ao,mo) = l. 

m = modo, 
If do> 1 then 

d1 = (do, mo), do = d6dl' (d6, mr) = l. 
mo = mIdI, 

If d1 > 1 then 
d2 = (dl , mr), dl = did2 , 

(d}, m2) = l. 
mi = m2 d2, 

If d2 > 1 then 
d3 = (d2, m2), d2 = d~d3, (d~, m3) = l. 

m2 = m3d3, 
etc. until d.-I> 1 and 

d. = (d.-I, m.-r), d.-1 = d;_ld., 
(d;_I' m.) = 1, 

m.-I = m.d., 
where d. = 1. 

This algorithm. provided him the basis for the following generalization of the 
FERMAT-EuLER Theorem: 

Proposition 8 (Smarandache, [Smar81, Theoreme]) Ita, mE Z, m::p 0, 
then 

(10) 

where m. and s are defined through the above algorithm and rp is the EULER's 
totient function. 

It follows from the above algorithm that 

d.1 d.-II···1 do, do = (a,m), 
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m. I m.-I I ... I mO I m, 

(dr, m.) = 1 for i = 0,1,2, ... , s - 1, 

(a, m.) = 1, 

m = (d6) I (di)2 ... (d;_I)' .m., 

a = aod6di ... d;_ld •. 

(11) 

(12) 

Relation (11) is employed as the starting point of the SMARANDACHE's proof 
of the above Proposition 8 through the EULER Theorem 

a'P(m.) == 1 (mod m .. ). (13) 

However, as we noted in the previous Section of this paper, <p (m.) is not the 
best exponent for which (13) is true for for every a coprime to m •. The best 
exponent is given by CARMICHAEL'S function ~(m .. ) as relations (7) and (9) 
show. Therefore an immediate check of the SMARANDACHE'S proof implies that 
SMARANDACHE's result of Proposition 8 can be improved to the form: 

Theorem 1 If a, m E Z, m:f. 0, then 

aA(m.)+. == a' (mod m), (14) 

where m., and a are defined through as above and ~ is the Carmichael's function. 

3 Generalized Smarandache's algorithm 

In this Section give another proof of a generalization of Proposition 8 based on 
the results quoted in Section l. 

R will again denote a residually finite DEDEKIND domain. Here the SMARAN­
DACHE's algorithm acquires the following form: 

Given two ideals A, M with M :f. (0), let 

Let Do = (A,M), A = AoDo, 
(Ao,Mo) = R. 

M=MoDo, 
If Do :f. R then 

DI = (Do, Mo), Do = DijDl , 
(Dij,Mr) = R. 

Mo = lVfIDI, 
If DI :f. R then 

D2 = (Dl' MI), Dl = DtD2, (Dt, M 2) = R. 
Ml = IV!2D2, 

If D .. - I :f. R then 
D. = (D.-I, lVf._t), D.-l = D;_ID., (D;_l' M.) = R, 

M.- I = lvI.D., 
etc. 
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Though we give a more explicit proof of the above SMARANDACHE'S result 
in this more general setting, the original SMARANDACHE'S ideas can also be 
employed here if the well ordering principle of the set of positive integers used 
by SMA RAND ACHE over the set 

1 = d. :S d.- 1 :S ... :S do, do = (a, m), 

is replaced in R through the norm function N over the set 

by means of the following elementary results: 

Lemm.a 15 ([Gilm72, Exercise 8,p.467l) If R is a Dedekind domain and 
A, B are two non-zero ideals with finite norm N(A),N(B), then AB also has 
finite norm and 

N(AB) = N(A).N(B). (15) 

Note that there follows from the subsequent Exercise 9, [Gilm72] that the 
truth of (15) for every couple of non-zero ideals in a residually finite domain R 

. forces that R is DEDEKIND. 

Lemm.a 16 Let R be a residually finite Dedekind domain. If A, B are two ideals 
of R with AB, then N(A)N(B). 

Proof. As already mentioned if R is DEDEKIND then A C B holds if and only 
if there exists an ideal G such that A = BG. If N(A) = N(B), then N(G) = 1, 
i.e. G = R. Consequently, A = BG = B, which is impossible due to AB. 

That the SMARANDACHE's algorithm also terminates in this more general 
setting follows from the next result: 

Theorem 2 Let M = Pf' P!f2 ... p;:k and A = Pf' pf2 ... pe" be decompo­
sitions of ideals M and A into the product of distinct prime ideals of R with 
o :S ai and 0 :S /3i for i = 1,2, ... , k. Then the generalized Smarandache's 
algorithm terminates for s given by 

s = max { 0, r ;; 1 : for i = 1,2, ... , k with /3i :/= O} . 

Proof We shall discuss the contribution of every prime ideal P separately. 
Let pall ly! and p,l3I1A. If /3 :/= 0, put 

a=K/3+q, o < q :S /3, 

and K = 0 if /3 = O. 
If Do = (A, M) and p-t°IIDo, then 70 = min{ a, /3}. Consequently, if lVI = 

MoDo, then p~oIlMo, where Po = a-",{o. Thus if a :S /3 or /3 = 0, i.e. if K = 0, 
then pOIIMo, and P does not contribute more to the whole process. 



If K ;::: 1, then 10 = {3 and Po = a - {3 > 0, i.e. pa-!3 f. R, and we can 
continue in the SMARANDACHE'S algorithm. If D1 = (Do, Ma) and Pi11lD1, 
then 11 = minha,pa}. Since Mo = lvhD1 , PJ.l 1 Ill\tf1 with P1 = Po - 11. 
Consequently, P1 = 0 if {3 < a ~ 2{3, i.e. if K = 1, or P1 = a - 2/3 provided 
f{ > 1. Thus if f{ = 1, then po IIM1 , and the contribution of P terminates. If 
f{ > 1 then P1 = a - 2{3 and 11 = {3, etc. 

In the last but one step, PK-1 = a - K{3 and PiK- 1 IIDK_1 with ~/K-l = 
minhK-2,PK-2} = {3. Then PiKllDK implies IK = minhK-1,PK-d 
a - K/3 and 

MK-1 = MK DK yields PK = PK-1 -IK-1 = 0, i.e. PlvfK. 
This shows that the SMARANDACHE's algorithm really stops after 

max{o,r~:l : i=I,2, ... ,kwith{3;f. O} 

steps, and the proof is finished. 
Lemma 10 immediately then proves: 

Corollary 2.1 If [x] E RM belongs to the divisor T = [LOT pfj, where 1 < 
/3i ~ ai for every j E IT then 

v([x]) = { 1, 
s, 

if T= 1 (i.e. iflT = 0), 
otherwise. 

It follows from the last Corollary that SMARANDACHE'S number s is a more 
suitable tool for extension of the (p - I)-power version of FERMAT Theorem, 
while v([x]) does this for its p-power version. 

Moreover we have: 

Theorem. 3 If Do = (A, M) and D = (Do), then 

M 
M. = 75. 

Proof. Let pallM but PD. Then paliM. and PDa. Consequently, 

paIlM;, i=O,I, ... ,s, 

i.e. paIlM •. 
Let PIM and also PID. We claim that PM •. In the opposite case 

P I M. I M._1 I ... I Mo I M, 

and simultaneously PIDo. Therefore PID1 = (Do, Ma), and thus PID2 = 
(D1 , Mt), etc. , PID. = (D.- 1 , M.-d. A contradiction, since D. = 1. 

This together with Lemma 8 gives the following extension of SMARAN­
DACHE's contribution to the individual type FERMAT-EULER Theorem to resid­
ually finite DEDEKIND domains: 
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Theorem 4 Let R be a residually finite Dedekind domain and M its non-zero 
ideal. Then given an element a E R, let s,lvI. be determined by the above 
Smarandache's algorithm for A = (a), and M. Then 

aI"R(M.)+. == a' (mod M). (16) 

It follows from the above discussion that the exponent Y'R(M.) is not the 
best possible. The best one is given by the order of the cyclic group C( a) in RM. 
The "next" best exponent is given by the exponent of the ma..'Cimal subgroup 
of the multiplicative semigroup of RM belonging to the idempotent belonging 
to the unitary divisor D = (((a), M)). In the case when R = Z this is given 
through the CARMICHAEL function. The reader is again referred to [LaPo96] for 
how the corresponding values can be computed in the case of algebraic number 
fields. The necessary facts can also be found in [Naka79]. For other residually 
finite commutative rings the corresponding numbers can be computed using (3) 
and Lemma 12 and its Corollaries 12.1, 12.2. 

4 Applications 

As noticed by SMARANDACHE in [Smar81J his algorithm can be easily imple­
mented. Namely: 

Step 1: A:= a, M := m, i := 0 

Step 2: COMPUTE d = (a, m) AND M' = Mid 

Step 3: IF d = 1 THEN s = i and m. = M'; STOP 

Step 4: IF d:l 1 THEN A := d, M := M', i := i + 1; GOTO 2 

In conjunction with the above given form of individual FERMAT-EuLER The­
orem the SMARANDACHE'S algorithm can be used for a effective determinations 
of: 

• The highest power in which a prime from a given set {Pl,P2, ... ,Pi:} of 
primes divides a given integer n. Simply apply the above algorithm with 
a=Pl···pi:andm=n . 

• the least power Ie for which a given number x belongs to a subgroup of 
the multiplicative semigroup of Zn, the residues modulo n. Again apply 
the the algorithm with a = x, and m = n. 

Adaptation of the above ideas to other residually finite rings along above 
lines is left to the reader. 
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A few Smarandache Integer Sequences 

Henry Ibstedt 

Abstract 
This paper deals with the analysis of a few Smarandache Integer Sequences which first appeared in 
Properties or the Numbers, F. Smarandache, University or Craiova Archives, 1975. The first four 
sequences are recurrence generated sequences while the last three are concatenation sequences. 

The Non-Arithmetic Progression: {Cli :ai is the smallest integer such that a;>ai-I and such that 

for~thereareatmostt-lequaldifferencesale-ale =ale -ale = ... =ale -ale } 
1 1 2 l-! I-I 

A strategy for building a Herm non-arithmetic progression is developed and computer implemented 
for 3s;~15 to find the first 100 terms. Results are given in tables and graphs together with some 
observations on the behaviour of these sequences. 

The prime-Product Sequence: {t" : t" = Pn#+I, Pn is the nth prime number}, where Pn# 
denotes the product of all prime numbers which are less than or equal to Pn. 
The number of primes q among the first 200 terms of the prime-product sequence is given by 6:5:q:5:9. 
The six confirmed primes are terms numero 1, 2, 3, 4, 5 and 11. The three terms which are either 
primes or pseudo primes (according to Fermat's little theorem) are terms numero 75, 171 and 172. 
The latter two are the terms 1019#+1 and 1021#+1. 

The Square-Product Sequence: {t,,: t" = (n!i+ I} 
As in the previous sequence the number of primes in the sequence is of particular interest. Complete 

. prime factorization was carried out for the first 37 terms and the number of prime factors f was 
recorded. Terms 38 and 39 are composite but were not completely factorized. Complete factorization 
was obtained for term no 40. The terms of this sequence are in general much more time consuming to 
factorize than those of the prime-product sequence which accounts for the more limited results. Using 
the same method as for the prime-product sequence the terms t" in the iriterval 40<ns:200 which may 
possible be primes were identified. There are only two of them, term #65: N=(65!i+l which is a 182 
digit number and term #76: N=(76!)2+1 which has 223 digits. 

The Prime-Digital Sub-Sequence: The prime-digital sub-sequence is the set 
{M=ao+al·l0+ar102+ ... acl0k:M is a prime and all digits ao, aI, a2 ... ak are primes} 
A proof is given for the theorem: The Smarandache prime-digital sub sequence is infinite, which 
until now has been a conjecture. 

Smarandache Concatenated Sequences: Let G={g\, ~ .... ~ .... } be an ordered set of 
positive integers with a given property G. The corresponding concatenated S. G sequence is defined 

through S.G = {a j :al = gl,ale = ale_I ·101+log1ogl + gle,k ~ I}. 
The S.Odd Sequence: Fermat's little theorem was used to find all primes/pseudo-primes 

among the first 200 terms. There are only five cases which all were confirmed to be primes using the 
elliptic curve prime factorization program, the largest being term 49: 

135791113151719212325272931333537394143454749515355575961636567697173757779818385878991939597 
Term #201 is a 548 digit number. 

The S.Even Sequence: The question how many terms are nth powers of a positive integer was 
investigated. It was found that there is not even a perfect square among the first 200 terms of the 
sequence. Are there terms in this sequence which are 2·p where p is a prime (or pseudo prime)? 
Strangely enough not a single term was found to be of the form 2·p. 

. The S.Prime Sequence: How many are primes? Again we apply the method of finding the 
number of primes/pseudo primes among the first 200 terms. Terms #2 and #4 are primes, namely 23 
and 2357. There are only two other cases which are not proved to be composite numbers: term #128 
which is a 355 digit number and term #174 which is a 499 digit number. 



I. The Non-Arithmetic Progression 

This integer sequence was defined in simple terms in the February 1997 issue of Personal Computer 
World. It originates from the collection of Smarandache Notions. We consider an ascending sequence 
of positive integers aI, a2, ... an such that each element is as small as possible and no t -term arithmetic 
progression is in the sequence. In order to attack the problem of building such sequences we need a 
more operational definition. 

Definition: The t-term non-arithmetic progression is defined as the set: 
{aj :Cli is the smallest integer such that a?cii-I and such that for ~ there are at most t-l equal 

differences ale -ale =aJc -ale = ... =aJc -aJc } 
1 1 1 1-1 t-I 

From this definition we can easily formulate the starting set of a Herm non-arithmetic progression: 

{I, 2, 3 ..... t-l, t+l} or {aj: Cli=i for ~t-l and Llt=t+l where ~3} 

'It may seem clumsy to bother to express these simple definitions in stringent terms but it is in fact 
absolutely necessary in order to formulate a computer algorithm to generate the terms of these 
sequences. 

Question: How does the density of a Herm non arithmetic progression vary with t i.e. how does the 
fraction aJk behave for ~?I 

Strategy for building a t-term non-arithmetic progression: Given the terms aI, a2, '" ale we will 
e.xamine in tum the following candidates for the term al&l: 

~I = Cl!c+d, d=l, 2, 3, ... 

Our solution is the smallest d for which none of the sets 

contains a t-term arithmetic progression. 

We are certain that ~I exists because in the worst case we may have to continue constructing sets 
until the term Cl!c+d-(t-l)e is less than 1 in which case all possibilities have been tried with no t terms 
in arithmetic progression. The method is illustrated with an example in diagram L 

In the computer application of the above method the known terms of a no Herm arithmetic 
progression were stored in an array. The trial terms were in each case added to this array. In the 
example we have for d=l, e=l the array: 1,2,3,5,6,8,9,10,11,10,9,8. The terms are arranged in 
ascending order: 1,2,3,5,6,8,8,9,9,10,10,11. Three terms 8,9 and 10 are duplicated and 11 therefore 
has to be rejected. For d=3, e=3 we have 1,2,3,5,6,8,9,10,13,10,7,4 or in ascending order: 
1,2,3,4,5,6,7,8,9,10,10,13 this is acceptable but we have to check for all values of e that produce terms 

1 This question is slightly different from the one posed in the Personal Computer World where also a wider defmition of a t-term non 

arithmetic progression is used in that it allows al>al to be chosen arbitrarily. 
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which may form a 4-term arithmetic progression and as we can see from diagram 1 this happens for 
d=3, e=4, so 13 has to be rejected. However, for d=5, e=5 no 4-term arithmetic progression is formed 
and e=6 does not produce terms that need to be checked, hence a9 = 15. 

1 2 3 <4 5 6 7 8 9 10 11 12 13 1<4 15 

Known terms 1 2 3 5 6 8 9 10 

Trials 

d=1 e=1 8 9 10 11 reject 11 

d=2 e=2 6 8 10 12 reject 12 

d=3 e=3 <4 7 10 13 try next e 

e=4 1 5 9 13 reject 13 

d=4 e=3 2 6 10 14 reject 14 

d=5 e=5 5 10 15 accept 15 

Diagram 1. To find the 9 th term of the 4-term non-arithmetic progression. 

Routines for ordering an array in ascending order and checking for duplication of terms were 
included in a QBASIC program to implement the above strategy. 

10.00 

8.00 

100 
90 

80 
70 

60 

Diagram 2. akik for non-orithmetic progressions with 1=3, 4, 5, ... 15. Bars are shown for k = multiples of 10. 

Results and observations: Calculations were 'carried out for 3~~15 to find the first 100 terms of each 
sequence. The first 65 terms and the 100th term are shown in table 1. In diagram 2 the fractions atdk 
has been chosen as a measure of the density of these sequences. The looser the terms are packed the 
larger is atdk. In fact for t> 1 00 the value of aw'k = 1 for the first 100 terms. 

In table 1 there is an interesting leap for t=3 between the 64th and the 65th terms in that <l64 = 365 and 
ll<;s = 730. Looking a little closer at such leaps we find that: 
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Table 1. The 65 first terms of the non-orilhmetic progressions for 1=3 to 15. 

# t-3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 t=ll t=12 t=13 t=14 t=15 

I I I I 1 1 I I I 1 I I 1 I 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 
3 4 3 3 3 3 3 3 3 3 3 3 3 3 
4 5 5 4 4 4 4 4 4 4 4 4 4 4 
5 10 6 6 5 5 5 5 5 5 5 5 5 5 
6 II 8 7 7 6 6 6 6 6 6 6 6 6 
7 13 9 8 8 8 7 7 7 7 7 7 7 7 
8 14 10 9 9 9 9 8 8 8 8 8 8 8 
9 28 15 II 10 10 10 10 9 9 9 9 9 9 

10 29 16 12 12 11 11 11 11 10 10 10 10 10 
11 31 17 13 13 12 12 12 12 12 11 II II II 
12 32 19 14 14 13 13 13 13 13 13 12 12 12 
13 37 26 16 15 15 14 14 14 14 14 14 13 13 
14 38 27 17 17 16 16 15 15 15 15 15 15 14 
15 40 29 18 18 17 17 16 16 16 16 16 16 16 
16 41 30 19 19 18 18 17 17 17 17 17 17 17 
17 82 31 26 20 19 19 19 18 18 18 18 18 18 
18 83 34 27 22 20 20 20 20 19 19 19 19 19 
19 85 37 28 23 22 21 21 21 20 20 20 20 20 
20 86 49 29 24 23 23 22 22 21 21 21 21 21 
21 91 50 31 25 24 24 23 23 23 22 22 22 22 
22 92 51 32 26 25 25 24 24 24 24 23 23 23 
23 94 53 33 33 26 26 27 25 25 25 24 24 24 
24 95 54 34 34 27 27 28 26 26 26 25 25 25 
25 109 56 36 35 29 28 29 27 27 27 27 26 26 
26 110 57 37 36 30 30 30 28 28 28 28 28 27 
27 112 58 38 37 31 31 31 31 29 29 29 29 28 
28 113 63 39 39 32 32 32 32 30 30 30 30 29 
29 118 65 41 43 33 33 33 33 31 31 31 31 31 
30 119 66 42 44 34 34 34 34 32 32 32 32 32 
31 121 67 43 4S 36 35 37 35 34 33 33 33 33 
32 122 80 44 46 37 37 38 36 35 35 34 34 34 
33 244 87 51 47 38 38 39 37 36 36 35 35 35 
34 245 88 52 49 39 39 40 38 37 37 36 36 36 
35 247 89 53 50 40 40 41 39 38 38 37 37 37 
36 248 91 54 51 41 41 43 41 39 39 38 38 38 
37 253 94 56 52 50 42 44 42 40 40 40 39 39 
38 254 99 57 59 51 44 4S 43 41 41 41 41 40 
39 256 102 58 60 52 45 46 44 42 42 42 42 41 
40 257 lOS 59 62 53 46 47 45 43 43 43 43 42 
41 271 106 61 63 54 47 48 49 4S 44 44 44 45 
42 272 109 62 64 55 48 49 50 46 46 4S 45 46 
43 274 110 63 65 57 49 50 51 47 47 46 46 47 
44 275 111 64 66 58 50 53 52 48 48 47 47 48 
4S 280 122 66 68 59 59 55 53 49 49 48 48 49 
46 281 126 67 69 60 60 56 54 50 50 49 49 50 
47 283 136 68 71 61 61 57 55 51 51 50 50 51 
48 284 145 69 73 62 62 58 58 52 52 51 51 52 
49 325 149 76 n 64 63 59 59 53 53 53 52 53 
50 326 151 n 85 65 64 60 60 54 54 54 54 54 
51 328 152 78 87 66 65 64 61 56 55 55 55 55 
52 329 160 79 88 67 67 65 62 57 57 56 56 56 
53 334 163 81 89 68 69 66 63 58 58 57 57 58 
54 33S 167 82 90 69 70 67 64 59 59 58 58 59 
55 337 169 83 91 71 71 68 65 60 60 59 59 60 
56 338 170 84 93 72 72 69 66 61 61 60 60 61 
57 352 171 86 96 73 74 70 68 62 62 61 61 62 
58 3S3 174 87 97 74 75 71 69 63 63 62 62 63 
59 3S5 176 88 98 75 76 78 70 64 64 63 63 64 
60 356 In 89 99 76 n 79 71 65 65 64 64 65 
61 361 183 91 100 78 78 80 72 67 66 66 65 66 
62 362 187 92 103 79 79 81 73 68 68 67 67 67 
63 364 188 93 104 80 81 82 74 69 69 68 68 68 

64 365 194 94 107 81 84 83 75 70 70 69 69 69 
65 730 196 126 III 82 85 84 n 71 71 70 70 70 
... 

100 9n 360 179 183 130 139 138 126 109 109 108 108 113 

184 



Leap starts at Leap finishes at 
5 10 
14 =3·5-1 28 =2·14 
41 =3·14-1 82 =2·41 
122 =3·41-1 244 =2·122 
365 =3·122-1 730 =2·365 

Does this chain of regularity continue indefinitely? 

Sometimes it is easier to look at what is missing than to look at what we have. Here are some 
observations on the only excluded integers when forming the first 100 terms for t=11, 12 , 13 and 14. 

For t=11: 11,22,33,44,55,66,77,88,99 The nih missing integer is II·n 

For t=12: 12,23,34,45,56,67, 78, 89, 100 The nih missing integer is 11·n+ 1 

For t=13: 13,26,39,52,65,78,91, 104 The nih missing integer is 13·n 

Fort=14: 14,27,40,53,66,79,92,105 The nih missing integer is 13·n+1 

Do these regularities of missing integers continue indefinitely? What about similar observations for 
other values of t? 

IT. The Prime-Product Sequence 

The prime-product sequence originates from Smarandache Notions. It was presented to readers of the 
Personal Computer World's Numbers Count Column in February 1997. 

Definition: The terms of the prime-product sequence are defined through {t" : t" = Pn#+ 1, Pn is the nih 
prime number}, where IJn# denotes the product of all prime numbers which are less than or equal to 

IJn· 

The sequence begins {3, 7, 31, 211, 2311, 30031, ... }. In the initial definition of this sequence t1 was 
defined to be equal to 2. However, there seems to be no reason for this exception. 

Question: How many members of this sequence are prime numbers? 

The question is in the same category as questions like 'How many prime twins are there?, How many 
Carmichael numbers are there?, etc.' So we may have to contend ourselves by finding how 
frequently we find prime numbers when examining a fairly large number of terms of this sequence. 

From the definition it is clear that the smallest prime number which divides t" is larger than IJn. The 
terms of this sequence grow rapidly. The prime number functions prmdiv(n) and nxtprm(n) built into 
the Ubasic programming language were used to construct a prime factorization program for n<1019. 
This program was used to factorize the 18 first terms of the sequence. An elliptic curve factorization 
program, ECMUB, conceived by Y. Kida was adapted to generate and factorize further terms up to 
and including the 49th term. The result is shown in table 2. All terms analysed were found to be 
square free. A scatter diagram, Diagram 3, illustrates how many prime factors there are in each term. 

The 50th term presented a problem. t5O=126173·0, where n has at least two factors. At this point 
prime factorization begins to be too time consuming and after a few more terms the numbers will be 
too large to handle with the above mentioned program. To obtain more information the method of 
factorizing was given up in favor of using Fermat's theorem to eliminate terms which are definitely 
not prime numbers. We recall Fermat's little theorem: 
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Ifp is a prime number and (a, p)=l then aP-1 == 1 (mod p). 

an-I == 1 (mod n) is therefore a necessary but not sufficient condition for n to be a prime number. If n 
fills the congruence without being a prime number then n is called a pseudo prime to the base a, 
psp(a). We will proceed to find all terms in the sequence which fill the congruence 

a t
.-

I == l(modt
n

) 

for 50 :::; n :::; 200. t200 is a 513 digit number so we need to reduce the powers of a to the modulus tn 
gradually as we go along. For this purpose we write tn-l to the base 2: 

m 

tn-l = L8(k).i' ,where 6(k) e {O,l} 
1"=1 

From this we have 
m 

a t.-1 = I1 as(1c)-2
t 

1-=1 

7 

6 

5 
4 

3 

2 

1 

O-F=~ 

o 5 10 15 20 25 

Term number 

30 35 40 45 

Diagram 3. The number of prime factors in the first 49 terms of the prime-product sequence. 

50 

This product expression for d·-I is used in the following Ubasic program to carry out the reduction 

of a t
.-

I 
modulus tn. Terms for which 8(k)=O are ignored in the expansion were the exponents k are 

contained in the array EO/oO_ The residue modulus tn is stored in F. In the program below the 

reduction is done to base A=7. 

100 dim E%(I000) 
110 M=N-l :1%=0 
120 T=I:J%=O 
130 while (M-T»=O 
140 inc J%:T =TT 
150 wend 
160 dec J%:M=M-T\2:inc I%:E%(I%)=J% 
170 if M>O then goto 120 
180 F=1 
190 for J"o= 1 to 1% 
200 A=7 
210 for K%= 1 to E%(J%) 
240 A=(A"2)@N 
250 next 
260 F=P A:F=F@N 
270 next 



Table 2. Prime factorization of prime-product terms 

, P l N=p'+1 and lis factors 

I 2 I 3 Prime number 
2 3 I 7 Prime number 
3 5 2 31 Prime number .. 7 3 211 Prime number 
5 II 4 2311 Prime number 
6 13 5 30031 = 59· 509 
7 17 6 51OSl1 =19·97·277 
8 19 7 9699691 =347·27953 
9 23 9 223092871 =317· 703763 
10 29 10 6469693231 =331 ·571 ·34231 
II 31 12 200560490131 Prime number 
12 37 13 7420738134811 =181· 60611· 676421 
13 41 15 mZS0263527211 =61 ·4S0451 ·11072701 
14 43 17 13082761331670031= 61·450451 ·11072701 
15 47 18 61 488978258849UII = 953· 46727·13808181181 
16 53 20 32589158477190044731 = 73·139·173·18564761860301 
17 59 22 1922760350154212639071 =277·3467 ·IOS229 ·19026377261 
18 61 24 117288381359406970983271 =223· 525956867082542470777 
19 67 25 7858321551080267055879091 =547~29297· 143581524529603 
20 71 27 557940830126698960967415391 = 1063·303049·598341·2892214489673 
21 73 29 ~729680599249024150621323471 = 2521 ·16156160491570418147806951 
22 79 31 3217644767~672907899084554131 = 22093·1503181961 ·9688&414202798247 
23 83 33 26706451568927585135562~17992791 = 265739 • 1004988035964897329167431269 
24 89 35 23768741896345550770650537601358311 = 131.1039· 2719·64225891834294373371806141 
25 97 37 2305567963945518424753102147331756071 = 2336993·13848803. 71237436024091007473549 
26 101 39 232862364358497360900063316880507363071 = 960703 • 242387 464553038099079594127301 OS7 
27 103 41 23984823528925228172706521638692258396211 = 2297·9700398839 ·179365737007·6001315«3334531 
28 107 43 256637611759499941«7959781~71648394471 = U9. 13203797·3050126«91063137· 42767843651083711 
29 109 45 279734996817854936178276161872067809674997231 = 334S07· 1290433·6480464«234299714623177554034701 
30 113 47 31610054640417607788145206291543662493274686991 = 5122427 . 2025436786007· m67075950695~247157055819 
31 127 49 ~ 1 «76939333036189094« 1199026045136645885247731 = 

1543·49999·552001·57900988201093 ·1628080529999073967231 
32 131 51 525896479052627740771371797072411912900610967452631 = 

1951·22993·117232318594730141«932345466415143728266617 
33 137 53 72047817630210000485677936198920432067383702541010311 = 

881.1657 ·32633677 ·160823938621 . 5330099~103· 1764291759303233 
34 139 56 lOO146466505991900675092331316499~73663346532OO433091 = 

678279959005528882498681487 • 147647686145«245139224580493 
35 149 58 1492182350939279320058875736615841068547583863326864530411 = 

87549524399·65018161573521013453·262140076844134219184937113 
36 151 60 2253195349918311773288902362289920013506851633623565«091911 = 

23269086799180847 ·9683213481319911991636641541802024271084713 
37 157 62 353751669937174948406357670879517«212057570647889977422429871 = 

1381.1867·8311930927·38893867968570583· 42«0201875~489113304753 
38 163 64 5766152219975951659023630035336134306565384015606066319856068811 = 

1361 ·214114727210560829· 3226701 9267402210SI7 ·6132288656305«238382107 
39 167 66 96294742073598392705694621590113«29196419130606213075415963491271 = 

205590139 ·53252429177 ·7064576339566763 ·124501547099289~6197946067239 
~ 173 69 166589903787325219380851695350896256250980509594874862046961683989711 = 

62614127 • 2660580156093611580352333193927566158528098772260689062181793 
41 179 71 29819592777931214269172453467810429868925511217482600306406141434158091 = 

601 ·1651781 ·8564177·358995947·1525310189119·6405328664096618954809029861252251 
42 18l 73 5397346292805549782720214077673687806275517530364350655459511599582614291 = 

107453 . 5634838141 . 89U 1572809641 011233«891396571257163632974628403174028667 
43 191 76 1 03089314192586Q00849956Q8888:3.567 4370998623848299590975192766715520279329391 = 

32999·175603474759.77148541513247·2305961466437323959598530415862423316227152033 
« 193 78 19896237639169098164041525154528515360273«0272182105821 2203976095413910572271 = 

21639496447·7979125905967339495018877· 11523077716259797~162101777453615909 
45 197 80 3919558814916312338316180455«21175259738677336198748467804183290796540382737191 = 

521831 • 50257723 • 160 1684368321 • 39081170243262541027 . 238759139583699771585726531609 69 521 
46 199 82 7799922041683461553249199106329813876687996789903550945093032474868511536164700811 = 

W· 10723·57622771 ·5876645549.9458145520867·486325954430626096097192220405214947865503847 
47 211 85 1645783550795210387735581011435590727981167322669649249414629852197255934130751870911 = 

IOSI ·2179·16333· 43283699.75311908487·292812710684839· 4609659667286646929~44872907384889 
48 223 87 367009731827331916465034565550136732339800312955331782619462457039988073311157667212931 = 

13867889468159 . 264647142357166086767915984928967035648881 00036053342930619468037572880509 
49 227 89 83311209124804345037562846379881 0382411346710~146546179777 48077292641632790457335111 = 

3187.31223.1737142793.11463039340315601 .973104505470446969309113·43206785807567189232875099500379 

This program revealed that there are at most three terms t" of the sequence in the interval 50~OO 
which could be prime numbers. These are: 

Term #75. N=379#+ 1. N is a 154 digit number. 
N=171962Q1OS458406433483340S68317543019584575635895742560438771105OS832165523856261308397965147 
9555788009994557822024565226932906295208262756822275663694111 

1s1 



Term #171. N=1019#+I. N is a 425 digit number. 
N=204040689930163741945424641727746076956597971174231219132271310323390261691759299022444537574 
104687288429298622716055678188216854906766619853898399586228024659868813761394041383761530961031 
408346655636467401602797552123175013568630036386123906616684062354223117837423905105265872570265 
003026968347932485267343058016341659487025063671767012332980646166635537169754290487515755971504 
17381063934255689124486029492908966644747931 

Term # 1 72. N= 1021 #+ 1. N is a 428 digit number. 
N=20832554441869718052627855920402874457268652856889OO74734049007840181457187286244301915872863 
160885721486313893793092847430169408859808718870830265977538813177726058850383316252820523111213 
067921935404833217036456300717761688853571267150232508655634427663661803312009807112476455894240 
568090534683239067457957262234684834336252590008874119591973239736134883450319130587753586846905 
76146066276875058596100236112260054944287636531 

The last two primes or pseudo primes are remarkable in that they are generated by the prime twins 
1019 and 1021. 

Summary of results: The number of primes q among the first 200 tenDS of the prime-product 
sequence is given by 6~~9. The six confinned primes are tenDS numero 1, 2, 3, 4, 5 and 11. The 
three terms which are either primes or pseudo primes are tenDS numero 75, 171 and 172. The latter 
two are the tenDS 1019#+1 and 1021#+1. 

llL The Square-Product Sequence 

Definition: The tenDS of the square-product sequence are defined through {1,,: 1" = (n!i+ I} 

This sequence has a structure which is similar to the prime-product sequence. The analysis is 
therefore carried out almost identically to the one done for the prime-product sequence. We merely 
have to state the results and compare them. 

The sequence begins {2, 5, 37, 577, 14401,518401, ... } 

As for the prime-product sequence the question of how many are prime numbers has been raised and 
we may never know. There are similarities between these two sequences. There are quite a few prin;les 
among the first tenDS. After that they become more and more rare. Complete factorization of the 37 
first terms of the square-product sequence was obtained and has been used in diagram 4 which should 
be compared with the corresponding diagram 3 for the prime-product sequence. 

7 
6 
5 
4 

3 
2 

5 10 15 20 25 30 35 
Term number 

Diagram 4. The number of prime factors in the first 40 terms of the squore-product sequence. 
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Diagram 4 is based on table 3 which shows the prime factorization of the 40 first terms in the square­
product sequence. The number of factors of each term is denoted f. The factorization is not complete 
for terms numero 38 and 39. A +-sign in the column for f indicates that the last factor is not a prime. 
The terms of this sequence are in general much more time consuming to factorize than those of the 
prime-product sequence which accounts for the more limited results in this section. Using the same 
method as for the prime-product sequence the terms t" in the interval 40<~OO which may possible 
be primes were identified. There are only two of them: 

Term #65. N=I65!J1+1. N is a 182 digit number. 
680237402890783289504507819726222037929025769532713580342793801040271006524643826496596237244465781514128589 
965715343853405637929518223844551807478OO576OOOOOOOOQOOOOOI 

Term #76 N=176!)2+1. N is a 223 digit number. 
355509027001074785420251313577077264819432566692554164797700525028005008417722668844213916658906516439209129 
303699449994525310062649507767826978507198658011625298409931764786386381150617~ 

0000001 

Table 3. Prime faclorization of square-producl terms. 

n L f N=lnlJ2+1 and ils focto<s 

I I I 2 
2 I I 5 
3 2 I 37 
~ 3 I 577 
5 5 I 1-«01 
6 6 2 516-40 1 = 13-39877 
7 8 2 25-401601= 101· 251501 
8 10 2 1625702-401= 17· 95629553 
9 12 1 13168189-«01 
10 I~ 1 13168189~40001 

11 16 I 15933S0922240001 
12 18 2 229M2S32802560001 =101· 22717082~9901 
13 20 I 387757~2640001 

14 22 3 76OClOS44S6SS 1997 MOOO 1= 29· 1 09. 2-40~ 196635722864<41 
15 25 2 171oo122S272~199~2~1=13M169·1272170577~929 

16 27 2 ~ 6313669739SOS~1 =1 ~9· 2938007 6288-41 577S338S~9 
17 30 2 12651 JS.46SOSS.47170185216000001 = 9049·139809~22S9~261 ~2-40713M9 
18 32 2 -409903890677972831 ~~1= 37·11078-483S31837103SS1JS.40~972973 
19 35 2 1 ~797~7 ~1921JS.436O,122~1=71~1·20831 5871 5810-4092560S3S861261 
20 37 5 5919012181389927~17 MI689600000001=41·10657· 86816017· ~469SS609·M83247 49841 
21 -40 3 2610284371992958109269091785113600000001= 61·157·272557 624725170524096177 ~617 6631513 
22 ~ 4 1263377 6360MS917248862~23994982~1 = 337· 8017· 51 ~9836440277 ~ 1· 90967 ~23323S37849 
23 ~ 3 66832676946758902246~2118429~600000001 = S09·1SM8374629· 84994OO2604S327 47687 -4017 ~1723Ml 
24 ~ 1 384956219213331276939737002152967117209600000001 
25 51 3 240597 63700833~733S62634S6Q.4~256000000000001 = 

941· 81:5769831908479758733- 31~2S331~9331290243399~17 
26 54 5 162~617632~7038883409628607021056000000000001= 

SJ. SJ. ~1863J. 6017159668589· 22985889712876096222556462301797 
27 57 7 118S674779082S-406662S631~19~18349824000000000001= 

113- 42461· 745837· 2~1· 7566641· 15238649· 116793S040084S1126962OO9 
28 59 2 929 5690268007118823M9497526840S49554238626201600000000000 1 = 

21225~6634S09· 4379-4085292997939303952241474982753464389 
29 62 2 78176755153939869305210274200729021751146846355456000000000001= 

171707860473207588349837· 4SS28932070141-4063716469396S317S82~773 
30 65 6 7035907963854588237 46892467806S611957 603216171991 0400000000000001 = 

61· 1733- 15661· 3S952S849· 100636381126568690110069· 117~92249518207759S37897 
31 68 4 6761507553264259296207636615621 0S30912566907 ~12833894-40000000000001 = 

3SJ. ~22041· 1 ~7 67181· 338676081809 -48409085305820793832191570324667821 677 
32 71 ,. 69237837~260151931661989~595836S4468S131907 4190786S6000000000001 = 

10591621681· 64154S0838021· 522303293914660001204969· 1950882388585355532025429 
33 74 5 7S400004869168930S4S35799064997198659971621086471793766S6384000000001= 

37· 3121· M21· -4073332882845936253- 362S81351232~273874S0762108S782231 ~2301 
~ 77 4 87162-405628759283710433837191367 616S0927193975961393594147799Q.400000000001 = 

193- 13217· 866100731693- 39~21~1~~23147689~6901291197410624286816576197 
35 81 3 1 06773946895230122545281 ~942S3302238S812620SS27071 52831 05382-400000000000001 = 

317·373· 9030196S388680848897828S~23SS3608634748201176163219890mI618981571S361 
36 84 3 13837903S17621823881~75992S01522797012013156236308470069007S59040000000000001= 

73- 57986941373· 3269017431698277804S0S2076286249517817882~13661467540116377~149869 
37 87 3 1894408991562427689"2779~734S84709109«6010887S0629552~23639832576000000000000001= 

127406364297881· 4910SS7119~128021910109· 3027972011~24038428292~7698142720S2327~69 
38 90 4+ 273SS2658381614SS83S3373S06071127 403199 54040039721559090737 4121359182397 44OOOOOOOOOOOOO 1 = 

233-757· 1 5509190807 4914281217009~906800637254241672273179032363883419184S062S31 6785821 6021 
39 93 -4+ 41607359339843S7~~11027~184780266S009-49004164913770116038S87316426S0624000000000000001 = 

61.1oo~757741·67900128269327066S47084S88212S09~732961S36897293728SS102292~157273033617aol 

40 96 4 66S717749437~971892087697~7469~26-40151840666386203218S661739706282-409984OOOOQOOOOOOOO1= 
89· 701· 187100101949. 570306192879869151956315673142222362139~96S395~949264772817 ~902025511 ~41 



IV. The Smarandache Prime-Digital Sub-Sequence 

Definition: The prime-digital sub-sequence is the set {M=ao+al·l0+a2·102+ ... 3!c101c :M is a prime and 
all digits ao, a\, a2 ... 3!c are primes} 

The fIrst terms of this sequence are {2, 3, 5, 7,23,37,53, 73, '" }. Sylvester Smith [1] conjectured 
that this sequence is infinite. In this paper we will prove that this sequence is in fact infinite. Let's 
first calculate some more terms of the sequence and at the same time find how many terms there is in 
the sequence in a given interval, say between 10k and 101:+1 .The program below is written in Ubasic. 
One version of the program has been used to produce table 4 showing the fIrst 100 terms of the 
sequence. The output of the actual version has been used to produce the calculated part of table 5 
which we are going to compare with the theoretically estimated part in the same table. 

Ubasic program 

10 point2 
20 dim A%(6).B%(4) 
30 for 1%=1 to 6:read A%(I%):next 
40 data 1.4,6,8,9,0 
50 for 1'7"0=1 to 4:read B%(I%):next 
60 data 2,3.5,7 
70 for K%=l to 7 
80 M%=O:N=O 

'Digits not aDowed stored in A%() 

'Digits aRowed stored in B%() 
'Calc. for 7 separate intervals 

90 for E%=l to 4 'Only 2.3,5 and 7 allowed as first digit 
100 P=B%(E%)*l OI\K%:PO=P:S=(B%(E%)+ 1 )*1 O"K%:gosub 150 
110 next 
120 print K%.M%,N.M%/N 
130 next 
140 end 
150 while P<S 
160 P=nxtprm(P):P$=str(P) 
170 inc N 
180 L'7"o=len(P$):C%=O 
190 for 1%=2 to L% 
200 for J%= 1 to 6 
210 if val(mid(P$.I%.l ))=A%(J%) then C'7"o= 1 
220 next:next 
230 if C'7"o=O then inc M% 
240 wend 
250 retum 

'Select prime and convert to string 
'Count number of primes 
'C% win be set to 1 if P not member 

'This loop examines each digit of P 

'If criteria tiDed count member (m%) 

Table 4. The first 100 terms in the prime-digital sub sequence. 

2 3 5 7 23 37 53 73 

233 257 277 337 353 373 523 557 

733 757 773 2237 2273 2333 2357 2377 

2777 3253 3257 3323 3373 3527 3533 3557 

5227 5233 5237 5273 5323 5333 5527 5557 

7237 7253 7333 7523 7537 7573 7577 7723 

7757 22273 22277 22573 22727 22777 23227 23327 

23537 23557 23753 23773 25237 25253 25357 25373 

25577 25733 27253 27277 27337 27527 27733 27737 

32237 32257 32323 32327 32353 32377 32533 32537 

223 227 

577 727 

2557 2753 

3727 3733 

5573 5737 

7727 7753 

23333 23357 

25523 25537 

27773 32233 

32573 33223 



Table 5. Comparison of results. 

k 1 2 3 4 5 6 7 

Computer count: 

m 4 15 38 128 389 1325 4643 

log{mj 0.6021 1.1761 1.5798 2.1072 2.5899 3.1222 3.6668 

n 13 64 472 3771 30848 261682 2275350 

min 0.30769 0.23438 0.08051 0.03394 0.01261 0.00506 0.00204 

Theoretical estimates: 

m 4 11 34 109 364 1253 4395 

log(mj 0.5922 1.0430 1.5278 2.0365 2.5615 3.0980 3.6430 

n 7 55 421 3399 28464 244745 2146190 

min 0.5OCOO 0.20000 0.08C00 0.03200 0.01280 0.00512 0.00205 

Theorem: 
The Smarandache prime-digital sub sequence is infinite. 

Proof: 

We recall the prime counting function 1t(x). The number of primes p~x is denoted 1t(x). For 

X 
sufficiently large values of x the order of magnitude of 1t(x) is given by /"rex) ~ --. Let a 

logx 
and b be digits such that a>~ and n(a,b,k) be the approximate number of primes in the interval 
(b·let,a·10k). Applying the prime number counting theorem we then have: 

10k a 
n(a,b,k) ~ -k ( 1 oga 

1og10+-
k

-

b 
10gb) 

1oglO+-
k

-
(1) 

Potential candidates for members of the prime-digital sub sequence will have first digits 2,3,5 or 7, i.e. 
for a given k they will be found in the intervals (2.10k,4·10k), (5·1et,6·10k) and (7. 10k,8· 10k). The 
approximate number of primes n(k) in the interval (10k,10k+l) which might be members of the 
sequence is therefore: 

n(k)=n(4,2,k)+n(6,5,k)+n(8,7,k) (2) 

The theoretical estimates of n in table 5 are calculated using (2) ignoring the fact that results may not 
be all that good for small values ofk. 

We will now find an estimate for the number of candidates m(k) which qualify as members of the 
sequence. The final digit of a prime number >5 can only be 1,3,7 or 9. Assuming that these will occur 
with equal probability only half of the candidates will qualify. The first digit is already fixed by our 
selection of intervals. For the remaining k-l digits we have ten possibilities, namely 0,1,2,3,4,5,6,7,8 
and 9 of which only 2,3,5 and 7 are good. The probability that all k-l digits are good is therefore 
(4/1O)k-l. The probability q that a candidate qualifies as a member of the sequence is 

14k I q=-.(-) - (3) 
2 10 

The estimated number of members of the sequence in the interval (lOk,lOk+l) is therefore given by 
m(k)=q·n(k). The estimated values are given in table 5. A comparison between the computer count 
and the theoretically estimated values shows a very close fit as can be seen from diagram 5 where 
IOglO m is plotted against k. 
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Diagram 5. loglo m as a function of k. The upper curve corresponds to the computer count. 

loga 10gb 
For large values of k we can ignore the terms -k- and -k- in comparison with log 10 in (1). 

For large k we therefore have 

(a -b)lOk 
n(a,b,k) ~ kloglO 

and (2) becomes 

4·10k 

n(k) ~ kl ogIO 

Combining this with (3) we get 

. 5. 22k 

m(k)--­
- kloglO 

(1') 

(2') 

(4) 

From which we see (apply for instance l'Hospital's rule) that m(k)~ as k~. A fortiori the prime­
digital sub sequence is infinite. 

V. Smarandache Concatenated Sequences 

Smarandache formulated a series of very artificially conceived sequences through concatenation. The 
sequences studied below are special cases of the Smarandache Concatenated S-sequence. 

Definition: Let G={gl, g2, .... ~ .... } be an ordered set of positive integers with a given property G. 
The corresponding concatenated S.G sequence is defined through 

192 



SG -{a·a =g a =a ·101+loglogl+g k>l} 
• - j. 1 I' Jc Jc-I Jc, -

In table 6 the first 20 terms are listed for three cases, which we will deal with in some detail below. 

Table 6. The first 20 terms of three concatenated sequences 

The S.odd sequence The S.even sequence The S.prime sequence 
1 2 2 
13 24 23 
135 246 235 
1357 2468 2357 
13579 246810 235711 
1357911 24681012 23571113 
135791113 2468101214 2357111317 
13579111315 246810121416 235711131719 
1357911131517 24681012141618 23571113171923 
135791113151719 2468101214161820 2357111317192329 
13579111315171921 246810121416182022 235711131719232931 
1357911131517192123 24681012141618202224 23571113171923293137 
135791113151719212325 2468101214161820222426 2357111317192329313741 
13579111315171921232527 246810121416182022242628 235711131719232931374143 
1357911131517192123252729 24681012141618202224262830 23571113171923293137414347 
135791113151719212325272931 2468101214161820222426283032 2357111317192329313741434753 
13579111315171921232527293133 246810121 41 6182022242628303234 235711131719232931374143475359 
1357911131517192123252729313335 24681012141618202224262830323436 23571113171923293137414347535961 
135791113151719212325272931333537 2468101214161820222426283032343638 2357111317192329313741434753596167 
13579111315171921232527293133353739 246810121416182022242628303234363840 23571113171923293137414347535961 6771 
1357911131517192123252729313335373941 24681012141618202224262830323436384042 23571113171923293137414347535961677173 

Case L The S.odd sequence is generated by choosing G={1,3,5,7,9,1l, ..... }. Smarandache asks how 
many terms in this sequence are primes and as is often the case we have no answer. But for this and 
the other concatenated sequences we can take a look at a fairly large number of terms and see how 
frequently we find primes or potential primes. As in the case of prime-product sequence we will resort 
to Fermat's little theorem to find all primes/pseudo-primes among the first 200 terms. If they are not 
too big wee can then proceed to test if they are primes. For the S.odd sequence there are only five 
cases which all were confirmed to be primes using the elliptic curve prime factorization program. In 
table 7 # is the term number, L is the number of digits of N and N is a prime number member of the 
S.odd sequence.: 

Table 7. Prime numbers in the S.odd sequence 

# N 
13 
135791113151719 

2 
10 
16 
34 
49 

2 
15 
27 
63 
93 

135791113151719212325272931 
135791113151719212325272931333537394143454749515355575961636567 
135791113151719212325272931333537394143454749515355575961636567697173757779818385878991939597 

Term #201 is a 548 digit number. 

Case 2. The S.even sequence is generated by choosing G={2,4,6,8,10, ...... }. The question here is: 
How many terms are nth powers of a positive integer? 

A term which is a nth power must be of the form 2n·a where a is an odd nth power. The first step is 
therefore to find the highest power of 2 which divides a given member of the sequence, i.e. to 
determine n and at the same time we will find a. We then have to test if a is a nth power. The Ubasic 
program below has been implemented for the first 200 terms of the sequence. No nth powers were 
fond. 

Ubasic program: (only the essential part of the program is Usted) 

60 N=2 
70 for U%=4 to 400 step 2 
80 D"o=int{log{U%)/log{ 1 0))+ 1 
90 N=N-l0"D%+U% 
100 A=N:E%=O 
110 repeat 
120 Al =A:A=A \2:inc E% 
130 until res<>O 

'Determine length of U% 
'Concatenate U% 

'Determine E% (=n) 



132 dec E%:A=A 1 
140 B=round(AA(I/E%)) 
150 if BAE%=A then print E%,N 
160 next 
170 end 

'Determine A (=0) 

'Check if 0 is 0 nth power 

So there is not even a perfect square among the first 200 terms of the S.even sequence. Are there 
tenns in this sequence which are 2·p where p is a prime (or pseudo prime). With a small change in the 
program used for the S.odd sequence we can easily find out. Strangely enough not a single tenn was 
found to be of the fonn 2·p. 

Case 3. The S.prime sequence is generated by {2,3,5,7,1l, ... }. Again we ask: - How many are 
primes? - and again we apply the method of finding the number of primes/pseudo primes among the 
first 200 terms. 

There are only 4 cases to consider: Terms #2 and #4 are primes, namely 23 and 2357. The other two 
cases are: tenn #128 which is a 355 digit number and tenn #174 which is a 499 digit number. 

#128 
235711131719232931374143475359616771737983899710110310710911312713113713914915115716316717317918 
119119319719921122322722923323924125125726326927127728128329330731131331733133734734935335936737 
337938338939740140941942143143343944344945746146346747948749149950350952152354154755756356957157 
7587593599601607613617619631641643647653659661673677683691701709719 

#174 
235711131719232931374143475359616771737983899710110310710911312713113713914915115716316717317918 
119119319719921122322722923323924125125726326927127728128329330731131331733133734734935335936737 
337938338939740140941942143143343944344945746146346747948749149950350952152354154755756356957157 
758759359960160761361761963164164364765365966167367768369170170971972773373974375175776176977378 
779780981182182382782983985385785986387788188388790791191992993794194795396797197798399199710091 
0131019102110311033 

Are these two numbers prime numbers? 
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The system - graphical analysis results of some numerical Smarandache 
sequences are adduced. It is demonstrated that they possess of the big aesthetic. 
cognitive and applied significance. 

1 Introduction 

The analytical investigation' of some 6 numerical Smarandache sequences2 

permitted to state that the terms of these sequences are given by the following 
general recurrent expression 

a ()=cr(a IO'v(un)+a +1) cpn n n' 
(1) 

where cp(n) and \II(an) - some functions; (j - operator. In this paper we will 
denote all numerical sequences, yielded by (I), as Smarandache sequences of 1st 
kind, and analyse ones by system - graphical methods. The main goal of the 
present research is to demonstrate that the system - graphical analysis results of 
numerical Smarandache sequences of 1st kind possess of the big aesthetic, 
cognitive and applied significance. 

2 System - graphical analysis of some Smarandache sequences of 1st kind 

1. Smarandache numbers 

1,12, 123, 1234, 12345, 123456, ... (2) 



" 

n 

9 • •• ... •• •• •• • • • • .. 123456789 

8 • •• •• •• •• •• •• .. 12345678 

7 • •• •• ... • • ... .. 1234567 

6 • •• •• ... • • .. 123456 

5 • ... •• • • .. 12345 

4 • )e •• .. 1234 

3 • )e .. ' 123 

2 ---.- 12 

• 

• 
2 3 4 5 6 7 8 9 nj 

Fig. I. Graphical image of the first nine terms of SI-series. 

we shall call numbers of SI-series. Graphical image of the first nine terms of SI­

series is given in Fig. 1. For these numbers we introduce I an operator I\. -k , 

making k-truncation the numbers (2) from the left and/or from the right: for 

instance, if k = 1 then (I\. -k 123) = 23 and (1231\. -k) = 12. 
It is evident from Fig. I that one may use numbers of SI-series with 

I\. -k operator as a standardizative representation of any quantity characteristics 

of investigated object in such cases when the values of these characteristics are 
limited from the left and/or the right and uniformly discrete. For instance, one 
may use mentioned standardization in visual control device of sound level in 
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audio-techniques, in the information decoding and transmitting systems and so 
on. 

2. Smarandache numbers 

I, II, 121, 1221,12321,123321,1234321, ... (3) 

we shall call numbers of S2-series. The numbers (3) possess the mirror-symmetric 

properties evinced in graphical image of ones (see Fig. 2) by the presence of 
reverse motion arcs. It is easy to find that there are a great number of technical 
and physical objects, using the same principle of action as one showed in Fig. 2. 

n 

12 

II 

10 

9 

8 

7 

6 

5 

4 

3 

2 

~~~~~ 123456654321 

~~~~~ 12345654321 

~~~~ 1234554321 

~~~~ 123454321 

~~~ 12344321 

~~~ 1234321 

~~ 123321 

~~ 12321 

~1221 
~ 121 

011 

• 

2 3 4 5 6 

Fig. 2. Graphical image of the first twelve terms of S~-series. 

ni 



In particular, a standardizative representation in terms of Smarandache 
numbers of S;cseries can be made for reverse connection circuits in the different 

control and handling systems; for the suitable graphical representation of any 
systems in which for complete description of system state the knowledge of n 
last states is required; for coding information on effects of "staying waves" and 
so on. 

3. Smarandache numbers 

1,212,32123,4321234,543212345,65432123456, ... (4) 

we shaH call numbers of SJ-series. By analysing graphical image of SJ-series 

terms given in Fig. 3 one can conclude this image is similar to that given in 
Fig. 2. Indeed, figures of SJ-series terms differ from the ones of Sz-series terms 

only by reverse orientation in space (a suitable interpretation for description 
reversible physical phenomenon) or by another initial state (- for the theory of 
automates). 

n 

8 

7 

6 

5 

4 

3 

2 

~Q~~~~ 876543212345678 

~QQ~QQ 7654321234567 

QQQQ~ 65432123456 

~QQQ 543212345 

~~~ 4321234 

~~ 32123 

~ 212 

2 3 4 5 6 7 8 ni 

Fig. 3. Graphical image of the first eight terms of 5J-series. 
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Thus, the numbers of S3-series can get the same applications in 
standardizative representations of quantity characteristics as the numbers of S2-
series, though they are less useful because its graphic image structure more poor 
than one that numbers of S2-series have. 

4. Smarandache numbers 

1, 23, 456, 7891,23456, 789123, 4567891, ... (5) 

we shall call numbers of S4-series. It's graphical image is given in Fig. 4. In 
distinction from the terms of considered Smarandache series the ones of S.­
series consist of only numbers from 1 to 9. Thus, after 17th term of S4-series 
23456789123456789 the successive ones do not enrich S4-series since any 

sequence 

n 

10 ~ •• •• •• ... ... ~ 1234567891 

9 • ... ... ... ... ... ... ... .... 123456789 

8 • •• •• •• •• • • ... .... 23456789 

7 ....-- • ... •• ... ..~ 4567891 

6 .... ~ 789123 

5 .............. 23456 

4 .. ~-------------------.--.-.--~ 7891 

3 ....... 456 

2 

• 

2 3 4 5 6 7 8 9 nj 

Fig. 4. Graphical image of the first ten terms of 5.-series. 
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from 9 or less different successive digits can be obtained from 17th term of S~­

series by truncation from the left and right A -k operators. However, in spite of 

mentioned lack the standardizative representation of quantity characteristics of 
local computer nets by terms of S4-series may be quite useful. In particular, such 

Smarandache numbers can reflect the principle of transmitting data packets 
from one local station to another. Besides one may use standardization by S4-
terms for description of recurrent relations between sequence elements or some 
processes, described usually by Markov's chains. 

5. Smarandache numbers 

n 

II • ... .. . ... ~ 12345 

10 ~ ... ... - 4123 

9 ~ ... • ~ 3412 

8 ,........ . •• ~ 2341 

7 • ... ~. .. . ~ 1234 

6 r ... -..... 312 

5 ~. ~ 231 

4 • •• ... 123 

3 .~ • 21 

2 • ~ 12 

• 

Jo 

2 3 4 5 nj 

Fig. 5. Graphical image of the first eleven terms of 55-series. 
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1,12,21,123,231,312,1234,2341,3412,4123,12345, ... (6) 

we shall call numbers of Ss-series. It is evident that Ss-series contains all the 
numbers of Sl-series and some additional numbers. Successive-circular 
properties of this series are well-shaped in Fig. 5. The analysis of the Srseries 
graphical image permits to find applications fields where Ss-series terms as 

standardizative representation of object characteristics can be used: these are 
fields where some look over several states of objects is required. For instance, 
technical diagnostics, systems of processes handling, theory of selecting and 
taking the decision may be named. 

6. Smarandache numbers 

12,1342, 135642, 13578642, 13579108642, ... 

n 

5 

4 

3 

2 

• 

• 

~135642 

~1342 
......... 12 

23456789 

13579108642 

10 

Fig. 6. Graphical image of the first five terms of S6-series. 

(7) 

we shall call numbers of S6-series. These numbers also as numbers (6) have 

circular properties with the uniform structure. Graphical image of (7) is given in 
Fig. 6. By analysing Fig. 6 one may note that presented images may describe the 
test procedure rounds the all elements of system with minimal steps and aim to 
finish the round in the element the nearest to the initial one. Besides it turns out 

201 



that a term of (7) being divided into two sub terms can serve as standardizative 
representation of two simultaneous processes. In particular, such 
standardization of S6-series terms can be applied for parallel signal processing 

or parallel design processes. 

3 System - graphical analysis of numbers of 5 2- and 5 3-series 

Divide l a set of S1-series numbers (3) into two different subsequences: 
l)al=l, a2=121, a3=12321, a4=1234321, ... 
2)b l=ll, b2=1221, b3=123321, b4=12344321, .,. 

The numbers of the first and the second subsequences we shall call A- and B­
numbers correspondingly. 

In Sect. 2 Smarandache numbers were presented in the proper constructions 
on the number axises. It is naturally to expect that employment not only 
number axises but the whole plane and different geometrical figures for 
representation Smarandache numbers will permit to reveal new interesting 
properties of ones, explain by ones a great number of technical and nature 
processes, study more deeply its peculiarities and preferences. In this section we 
consider the only mentioned above A- and B-numbers and also 5 3-series 

numbers (4). 
Firstly we explain how to construct numerical circumferences from 

Smarandache numbers: 

II 

1 12 

.- -- -"-~22 

, 21 

a) 

12~": 
! 22 -c --- - - - --- .---.. _.,.. 

II I 33 

~ 21 
!~ 

y 31 

b) 

... 
12 

31 

« 21 
" ! 

33 ~.-- --~- ~- .. -~ 
j~ II 

. ~ 

, 12 
;'Il 

c) 

Fig. 7. The graphical images of the second (a) and the third terms of A- and B­
subsequences and the third term (c) of 53-series. 
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a) the first terms of A- and B-subsequences and of SJ-series convert into the 

point; 
b) the graphical images of the second and the third terms of these sequences 

are given in Fig. 7 correspondingly. 
By analysing Fig.7 one can easy find the graphical forms of the 

representation for next terms of these sequences. Namely, to construct the 
graphical image of n-th term of mentioned above Smarandache sequences the 
following algorithm may be used: 

I. To draw the circumference and two perpendicular lines crossed in the 
centre of circle. 

2. To denote the tops of four rays going from the point of the cross as II, 
In, nn, nl consequently in the forward of clock hand. 

3. To divide every sector into n-I equal parts by drawing additional rays 
with proper mark. 

At such representation of Smarandache sequences terms these ones produce 
the subsequences. For example, 

a) the second term of A- or B-subsequences produce the proper 2x2 series of 

subsequence 

II, 22, 22, II; 12, 21, 21, 12; (8) 

b) the third term of A- or B-subsequences produce the proper 3x3 series of 

subsequence 

11,22,33,33,22, II; 12,22,32,32,22, 12; 
13,22,31,31,22, 13; 21,22,23,23,22,21; 

and so on. 

(9) 

Among splendid peculiarities of graphical images, depicted in Fig. 7, we 
point that the all Smarandache circumferences reveal Magic properties: they 
have a constant sum for the elements located in the diameters of the 
circumference. It is very interesting to confront the ancient Chinese hexagrams, 
located on the circumference (see Fig. 8a), with numbers of subsequence (9), by 
which the tops of diameters are marked (Fig. 8b). 

By deleting commas in (8) and (9) and combining two-digit elements in 
single terms one obtains extended representation of Smarandache sequences 
terms. 
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~ ~ ~ 13 

~ 12 
23 

1:1 'I' 1:1 11 

22 'I' 
" 

33 I I 

~ ~ ~21 3' ~ 
~ ~/ ~ 31 

-~/ 

a) b) 

Fig. 8. The graphical confrontation of the ancient Chinese hexagrams with numbers of 

subsequence (9). 

Thus, graphical images of Smarandache sequences terms, used as 
standardizative representations of the objects allow both decomposition of the 
object representation (analysis of the object) and combination of the object 
representation (synthesis of a new object). This graphical technique is similar to 

operators of truncation A -k and extending A +k of series terms I , but more 

flexible. 

11 

13 

a) 

B 

D 

31 

31 13-81=14 

13 44:2=:e2 
(12+32)-!(21 +23)=44-f44=88 

88:4=22 

AC 

b) 

11+33=14 

44:2-~ 

11 33 

Fig. 9. The Aristotelian logical" (a) and the reduced logical (b) squares. 
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Curtailment of these graphical images is seemed to be very interesting since 
it reflects the ways of simplification of real instruments and devices. For 
example, if one takes into account that Aristotelian logical square can be 
superposed into the graphical representation of A- or B-subsequences third term 
(see Fig. 9a) then the circumference may be reduced one fourth of the circle 
(Fig.9b). 

Very curious graphical images with Smarandache circumferences are 
revealed when one draws the track of point M and M' movement along the 
circumference, and this track will be shown not on the whole diagram, but on 
the reduced one to 1/8 of the circle (see Fig. 10). 

3J 

32 32» 

a) b) 

Fig. 10. The track of points M (a) and both M and M' (b) movement along the 

circumference. 

Very important for understanding internal properties of Smarandache 
numbers are images given in Fig. II(a, b), where the third term of A- or B­
subsequences is depicted. Indeed, it shows the quantitative characteristics of 
Smarandache numbers even in such case when numerical information, adduced 
in Fig. Il(a, b), is absent. We pay attention, that in Fig. II b circumference with 
unit diameter and the graphical quantitative characteristic of Smarandache 
number are depicted simultaneously. 
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~-4~:------.f· 1.5 

1.0 '.1.0 ~I.s 

0.954545_ 

'" 
1.4545_ 

1.0 .' 
,.' 1.4545-

a) b) 
1,40909 •.• 

1,0 ~-",:,,:,-:*--~c-----___ lo---,.I,5 

1,4545 .•• 

c) 

Fig. II. The graphical image containing the quantitative characteristics of the third term 

of A- or B-subsequences. 

Thus, the image of quantitative characteristic of Smarandache number in 
Fig. II (a, b) one may interpret as any transformation of unit circumference. 
Taking such interpretation into account one can easy corne from Fig. 11 b to 
Fig. II c. In the image depicted in Fig. II c one can easy find a schematic 
picture of an aeroplane. Hence, it .turns out that third term of the A- or B-
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subsequences contains in the implicit form picture of an aeroplane. We assume 
that by using discussed system graphical analysis methods one may reveal some 
another unexpected graphical information, contained in some Smarandache 
numbers. 
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