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Abstract:

Crashing is a process of expediting project schediyl compressing the total project duration. lhépful when
managers want to avoid incoming bad weather seadowever, the downside is that more resources aegled to
speed-up a part of a project, even if resources beayithdrawn from one facet of the project anddusespeed-up
the section that is lagging behind. Moreover, timaty also depend on what slack is available in acritical
activity, thus resources can be reassigned tocaiifproject activity. Hence, utmost care shouldddeen to make
sure that appropriate activities are being crasleed that diverted resources are not causing nesdisk and
project scope integrity. In this paper we want tegent a technique called “Unit Crashing” to redutte total cost
of project. Unit Crashing means to crash the proparation by one unit (day) instead of crashingampletely.
This technique uses an iterative approach to pemfanit crashing until all activities along the écial path are
crashed by desired amount. The output of this ndethlb reduce the cost of project, and is usefuplaices where
cost is of major consideration. Crashing PERT neksa@an save a significant amount of money in dragshnd
overrun costs of a company. Even if there are nectlicosts in the form of penalties for late cortipteof projects,
there is likely to be intangible costs becausespiitation damage.
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I ntroduction:

Complex projects require a series of activitiesns®f which must be performed sequentially andrsttigat can be
performed in parallel with other activities. Thigllection of series and parallel tasks can be neatlek a network.

In 1957 the Critical Path Method (CPM) was devetbjps a network model for project management. CPM is
deterministic method that uses a fixed time estnfiat each activity. While CPM is easy to underdtand use, it
does not consider the time variations that can laageeat impact on the completion time of a compleject. The
Program Evaluation and Review Technig{RERT) is a network model that allows for randosmé activity



completion times. PERT was developed in the late0Xdfor the U.S. Navy's Polaris project havingusands of
contractors. It has the potential to reduce boghtithe and cost required to complete a project.

Stepsin the PERT Planning Process
PERT planning involves the following steps:

Identify the specific activities and milestones.
Determine the proper sequence of the activities.
Construct a network diagram.

Estimate the time required for each activity.
Determine theritical path.

Update the PERT chart as the project progresses.

oakhwhE

1. ldentify Activitiesand Milestones

The activities are the tasks required to compleéeproject. The milestones are the events markiagoeginning
and end of one or more activities. It is helpfulisb the tasks in a table that in later stepslmaexpanded to include
information on sequence and duration.

2. Determine Activity Sequence

This step may be combined with the activity ideagtion step since the activity sequence is eviflansome tasks.
Other tasks may require more analysis to deterthim@xact order in which they must be performed.

3. Construct the Network Diagram

Using the activity sequence information, a netwdidgram can be drawn showing the sequence of ttie sed
parallel activities. For the original activity-omeamodel, the activities are depicted by arrowaddiand milestones
are depicted by circles or "bubbles".If done malyyadeveral drafts may be required to correctlytyayr the
relationships among activities. Software packageplify this step by automatically converting tabulactivity
information into a network diagram.

4. Estimate Activity Times

Weeks are a commonly used unit of time for actiggmpletion, but any consistent unit of time canused.A
distinguishing feature of PERT is its ability toadlevith uncertainty in activity completion timesorreach activity,
the model usually includes three time estimates:

e Optimistic time- generally the shortest time in which the acfivian be completed. It is common practice
to specify optimistic times to be three standardiat®ns from the mean so that there is approxilpate
1% chance that the activity will be completed witttie optimistic time.

¢ Most likely time- the completion time having the highest probahilNote that this time is different from
theexpected time

¢ Pessimistic time the longest time that an activity might requiféree standard deviations from the mean
is commonly used for the pessimistic time.

PERT assumes a beta probability distribution fer time estimates. For a beta distribution, the etquetime for
each activity can be approximated using the foll@uiveighted average:

Expected time = ( Optimistic + 4 x Most likely Pessimistic) /6



This expected time may be displayed on the netw@gram.

To calculate the variance for each activity comptetime, if three standard deviation times wereced for the
optimistic and pessimistic times, then there axes&indard deviations between them, so the varigngigen by:

Variance = [ ( Pessimistic - Optimistic§
5. Determinethe Critical Path

The critical path is determined by adding the tif@sthe activities in each sequence and determittie longest
path in the project. The critical path determir®s total calendar time required for the projectdfivities outside
the critical path speed up or slow down (withinits}y the total project time does not change. Timeunt of time
that a non-critical path activity can be delayethaut delaying the project is referred tosteck time

If the critical path is not immediately obviousniay be helpful to determine the following four gtities for each
activity:

¢ ES - Earliest Start time
¢ EF - Earliest Finish time
e LS - Latest Start time

¢ LF - Latest Finish time

These times are calculated using the expectedfomihe relevant activities. The earliest start éingh times of
each activity are determined by working forwardtigh the network and determining the earliest t@tehich an
activity can start and finish considering its pregiesor activities. The latest start and finish sirage the latest times
that an activity can start and finish without détaythe project. LS and LF are found by working kvaard through
the network. The difference in the latest and estlfinish of each activity is that activity's #adhe critical path
then is the path through the network in which nofithe activities have slack.

The variance in the project completion time carcéleulated by summing the variances in the conpidiimes of
the activities in the critical path. Given this igrce, one can calculate the probability that thajegt will be
completed by a certain date assuming a normal pilitgedistribution for the critical path. The noahdistribution
assumption holds if the number of activities in pagh is large enough for the central limit theoterbe applied.

Since the critical path determines the completiate df the project, the project can be accelerayeddding the
resources required to decrease the time for thgiteeg in the critical path. Such a shortening tbé project
sometimes is referred to peoject crashing

6. Update as Project Progresses

Make adjustments in the PERT chart as the projexgrpsses. As the project unfolds, the estimatedgican be
replaced with actual times. In cases where theralalays, additional resources may be needed yamstachedule
and the PERT chart may be modified to reflect tw situation.

Benefits of PERT
PERT is useful because it provides the followirfgiimation:
Expected project completion time.

« Probability of completion before a specified date.
e The critical path activities that directly impahetcompletion time.



¢ The activities that have slack time and that cad kesources to critical path activities.
« Activities start and end dates.

Crashing:

Crashing refers to a particular variety of projechedule compression which is performed for thepqegs of
decreasing total period of time (also known astthal project schedule duration). The diminishirighe project
duration typically take place after a careful ahdrough analysis of all possible project duratiomimization
alternatives in which any and all methods to atthgnmaximum schedule duration for the least amfutti cost The
objective of crashing a network is to determine dipimum project schedule. Crashing may also beired; to
expedite the execution of a project, irrespectif/the increase in cost. Each phase of the softdas@gn consumes
some resources and hence has cost associated.withmiost of the cases cost will vary to some mixteith the
amount of time consumed by the design of each pfdmetotal cost of project, which is aggregatehef activities
costs will also depends upon the project duratiam be cut down to some extent. The aim is alwaystrtke a
balance between the cost and time and to obtagpmum software project schedule. An optimum mimimcost
project schedule implies lowest possible cost aedassociated time for the software project managém

Activity time-cost relationship: A simple representation of the possible relatiopdigtween the duration of an
activity and its direct costs appears in Fig. lor8ming the duration on an activity will normalhycrease its direct
cost.

A duration which implies minimum direct cost is leal the normal duration and the minimum possibheetito
complete an activity is called crash duration, d&uh maximum cost. The linear relationship showovatbetween
these two points implies that any intermediate tilomacould also be chosen

Cost 4 Crash duration & Crash
cost

_____________________________

! ! Normal duration &
J ................. Normal cost

Time

Fig. 1: Linear time and cost trade-off for an activity

It is possible that some intermediate point mayesgnt the ideal or optimal trade-off between tand cost for this
activity. The slope of the line connecting the nakmoint (lower point) and the crash point (uppemp is called
the cost slope of the activity. The slope of tig Ican be calculated mathematically by knowingdberdinates of
the normal and crash points:

Cost slope = (crash cost-normal cost)/ (hormaltitumacrash duration)

As the activity duration is reduced, there is acréase in direct cost. A simple case arises irudeeof overtime
work and premium wages to be paid for such overtitdeo overtime work is more prone to accidents guoédlity

problems that must be corrected,

SO indirect costs may also increase. So, do notatxp linear relationship between duration andctlioest but
convex function as shown in Fig. 2.
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Fig. 2: Non-linear time and cost trade-off for an activity

Project time-cost relationship:

Total project costs include both direct costs amdiréct costs of performing the activities of th®jpct. If each
activity of the project is scheduled for the duratthat results in the minimum direct cost (norchaation) then the
time to complete the entire project might be tongland substantial penalties associated with ttee geoject

completion might be incurred. At the other extreraemanager might choose to complete the activitghi

minimum possible time, called crash duration, du anaximum cost. Thus, planners perform what iieddime-

cost trade-off analysis to shorten the project tituma This can be done by selecting some activitieghe critical

path to shorten their duration. As the direct dostthe project equals the sum of the direct co$tigs activities,

then the project direct cost will increase by dasmeg its duration. On the other hand, the indicest will decrease
by decreasing the project duration, as the indest are almost a linear function with the prophatation.

Minimum cost = optimal project time » )
Total project cost

Indirect cost

Cost (%)

\ Direct cost

— Crashing Time
Project duration
Fig. 3: Project time-cost relationship

Figure 3 shows the direct and indirect cost refeiips with the project duration. The project tdiate-cost
relationship can be determined by adding up thecticost and indirect cost values together. Themyph project
duration can be determined as the project duraliahresults in the least project total cost.

Literaturereview:

Steve and Dessouky[3] described a procedure foirgpthe project time/cost tradeoff problem of reithg project
duration at a minimum cost. The solution to theeti@cost problem is achieved by locating a minicwlin a flow
network derived from the original project netwofthis minimal cut is then utilized to identify thegpect activities
which should experience a duration modificatiomiider to achieve the total project reduction.

Rehab and Carr [4] described the typical approaahdonstruction planners take in performing tinestClrade-off
(TCT). Planning focuses first on the dominant chemastics and is then fine-tuned in its detailanRers typically
cycle between plan generation and cost estimatiegex finer levels of detail until they settle aplan that has an
acceptable cost and duration. Computerized TCT oaistlllo not follow this cycle. Instead, they sepathe plan



into activities, each of which is assumed to hawngle time-cost curve in which all points are gatible and
independent of all points in other activities’ cesvand that contains all direct cost differencesraits methods.
Pulat and Horn[5] described a project network vétset of tasks to be completed according to sormeedence
relationship, the objective is to determine efintigroject schedules for a range of project retifimatimes and
resource cost per time unit for each resource.tiffecost tradeoff technique is extended to sdheetime-resource
tradeoff problem. The methodology assumes thaptbgct manager's (the decision maker) utility fimcover the
resource consumption costs is linear with unknoweights for each resource. Enumerative and intenracti
algorithms utilizing Geoffrion's PAJ approach are presented as solution techniqués.démonstrated that both
versions have desirable computational times. Wateal[6] described the application of advanced methoids
process management, especially in those fieldshiohwactivity durations can be determined only \eguwhile at
the same time a highly competitive market enforsegt completion schedules through the impleméaof
penalties. The technique presented is a new PER@dbahybridized approach using simulated anneadimg)
importance sampling to support typical processngireeering, which focuses on the efficient allooatof extra
resources in order to achieve a more reliable pedace without changing the precedence successmtige. The
technique is most suitable for determining a timetdrade-off based on practice relevant assurnmgtion

Marold[7] used a computer simulation model to deiae the order in which activities should be crasas well as
the optimal crashing strategy for a PERT networkiinimize the expected value of the total (craghverrun) cost,
given a specified penalty

function for late completion of the project. Thregtreme network types are examined, each with tifferent
penalty functions. Van Slyke[8] demonstrated sdvadvantages of applying simulation techniques ERTP,
including more accurate estimates of the true ptagngth, flexibility in selecting any distributidor activity times
and the ability to calculate “criticality indexeskhich are the probability of various activitiesifge on the critical
path. Van Slyke was the first to apply Monte Cagilmulations to PERT. Ameen[9] developed Computesigied
PERT Simulation (CAPERTSIM), an instructional tom teach project management techniques. Coskun[10]
formulated the problem as a Chance ConstrainedaktiReogramming (CCLP) problem.

CCLP is a method of attempting to convert a prdisici mathematical programming formulation into an
equivalent deterministic formulation. Coskun's fatation ignored the assumed beta distribution oif/ég times.
Instead, activity times were assumed to be normdiliyributed, with the mean and standard deviatibreach
known. This formulation allows a desired probabitf completion within a target date to be entered.

Ramini[11] proposed an algorithm for crashing PERTworks with the use of criticality indices. Appatly he did
not implement the algorithm, as no results werer eeported. His method does not allow for bottldsec
Bottlenecks traditionally have multiple feeds irgtovery narrow path that is critical to the progatbmpletion.
Bottlenecks are the favored locations for projeahagers to build time buffers into their estimayes,late projects
still abound because of deviation from timetabled budgets. Johnson and Schon[12] used simulati@ormpare
three rules for crashing stochastic networks. Heo ahade use of criticality indices. Badiru[13] repd
development of another simulation program for mbjmanagement called STARC. STARC allows the user t
calculate the probability of completing the projbgta specified deadline. It also allows the usegriter a “duration
risk coverage factor”. This is a percentage oveickvithe time ranges of activities are extendeds Hilows some
probability of generating activity times above tiessimistic time and below the optimistic time.

Fenget al[14] presented a hybrid approach that combinesilaiion techniques with a genetic algorithm to solv
the time-cost trade-off problem under uncertaif@gygo[15] pointed out that the habit of project ragers building
time buffers into non-critical paths that feed irtatical ones in a project network has resultecaimost late
completion of projects. The corporations are dgafirmly with time overruns that cripple their bustg, damage
their reputations and tax their cash flows withdpaiit penalties. It is estimated that 50 percenthef software
projects that are successfully completed, are siguiacessful as they should be.

Jorgensen[16] emphasized that the simulation approan be used for management of any project buinie
estimates for project management of informationtesys are still less accurate than any other estgnat the
project management cycle.

Materialsand Method:

Stepl: Calculate Earliest time Estimates for all the\atiis. It is calculated as
Te= Maximum of all (&' + ') for all i , j leading into the event.
where d'is the earliest expected time of the successortgven
Te' is the earliest expected time of the predecessamtévand
te) is the expected time of activity ij.

Step2: Calculate Latest time Estimates for all the atiggi It is calculated as



T.= Minimum of all (T.' - ) for all i, j leading into the event

where [T'is the latest allowable occurrence time for event i

T, 'is the latest allowable occurrence time for eventd

tg! is the expected time of activity ij.
Step3: After knowing the E and T, values for the various events in the network,dtical path activities can be
identified by applying the following conditions:

1) Te and T values for the tail event of the critical activiye the same i.e.,

TEi = T|_ '
2) Te and T, values for the head event of the critical actiétg the same i.e.,
TEJ = T|_].

3) For the critical activity, - Te'= T,/ - T
Step4: Find the project cost by the formula

Project cost = (Direct cost + (Indirect cost*pijduration))
Step5: Find the minimum cost slope by the formula

Cost slope = (Crash cost - Normal cost)/(Normmakti Crash time)
Step6: Identify the activity with the minimum cost slopad crash that activity by one day. Identify thevrogitical
path and find the cost of the project by formula

Project Cost= ((Project Direct Cost +

Crashing cost aigdred activity) +
(Indirect Ctysbject duration))

Iteration Step:
Step7: In the new Critical path select the activity withe next minimum cost slope, and crash by one dag,
repeat this step until all the activities along thi¢ical path are crashed upto desired time.
Step8: At this point all the activities are crashed andHer crashing is not possible. The crashing of adtical
activities does not alter the project duration temel is of no use.
Step9 To determine optimum project duration, thaltproject cost is plotted against the durationetigiven by
figure 4.
Further modification: Uncrashing
Step10 Now see if the project cost can be furteduced without affecting the project duration tirfilis can be
done by uncrashing the activities which do notalieng the critical path. Uncrashing should stathvein activity
having the maximum cost slope. An activity is toex@anded only to the extent that it itself
may become critical, but should not affect the ioagcritical path.

Proposed Work:
Stepl: Find Earliest time estimates for all thevét@s, it is denoted asgl
Step2: Find latest time estimates for all the @il it is denoted as, T
Step3: Determine the Critical Path.
Step4: Compute the cost slope (i.e., cost pertumé) for each activity according to the

following formula:

Cost slope = (Crash cost-Normal

cost)/(Normal time-Crashéim

Step5: Among the critical path identify the actwtith the minimum cost slope, and crash the agtivy 1 day.
Step6: Calculate the project cost. Identify neviaal path.

Project Cost= ((Project Direct Cost + Craghiost of crashed activity) + Indirect Cost*prajdaration))
Step7: Now in the new critical path select thewdtgtiwith the next minimum cost slope, and crasiobg day.
Step8: Repeat this process until all the activitiethe critical path have been crashed by 1 day.

Step9: Once all the activities along the criticattpare crashed by one day, Repeat the process iagagoes to
stepb.

Stepl10: Find the minimum project cost and iderttify activities which do not lie along the critigaith

Stepl10: Now perform uncrashing. i.e uncrash thigities which do not lie along the critical path.

For Example:

To explain the process of crashing a network tehrede optimum project schedule, let us considerrnétwork
shown in figure 1. With each activity is associatedmal direct cost and crash direct cost, the abduaration time
and crash duration time. The complete data is gingable 1.The network has been drawn for norroaldiions
and the times shown along the arrows are normaitidartimes.



Figurel

Activity Nprmal Cr.ash At | Ac AC/AL
Time | cost Time cost
1--2 8 7000 | 3 10000 5 3000 600
1--3 4 6000 | 2 8000| 2| 2000 100
2--3 0 0 0 0 0| O 0
2--5 6 9000 | 1 11500 5 2500 500
3--4 7 2500 | 5 3000 2| 500 250
4--6 12 10000 8 16000 4 6000 150
5--6 15 12000 10 16000 §5 4000 800
5--7 7 12000, 6 14000 1f 2000 200
6--8 5 10000 5 10000 O O 0
7--8 14 6000 | 7 7400 7| 1400 200
7--9 8 6000 | 5 12000 3 6000 200
8--9 6 6000 | 4 7800 2| 1800 900

Tablel



Result of Calculations based on Unit Crashing
Activity | Weeks | Project Direct Indirect | Total

crashed | saved duration | cost cost cost

Nil 0 41 86500 41000 12750(
7---8 1 40 87500 40000 127500
2--5 1 39 87200 39000 126200
1--2 1 38 87800 38000 125800
8--9 1 37 88700 37000 125700
5--6 0 37 89500 37000 126500
7--8 1 36 89700 36000 125700
1--2 1 35 90300 35000 125300
8--9 1 34 91200 34000 125200
1--2 1 33 91800 33000 124800
1--2 1 32 92400 32000 124400
3--4 0 32 92650 32000 124650
7--8 0 32 92850 32000 124850
2--5 1 31 93350 31000 124350
3--4 0 31 93600 31000 124600
2--5 1 30 94100 30000 124100
2--5 0 30 94600 30000 124600
1--2 0 30 94700 30000 124700
1--3 1 29 95700 29000 124700
2--5 0 29 96200 29000 125200
4--6 1 28 97700 28000 125700
2--5 0 28 98200 28000 126200
4--6 1 27 99700 27000 126700
5--6 0 27 100500/ 27000 127500
4--6 1 26 102000/ 26000 128000
5--6 0 26 102800/ 26000 128800
4--6 0 26 104300/ 26000 130300
7--8 1 25 104500/ 25000 129500
Uncrashing 30 93400 30000 123400

Table:2

Resultsand discussion:

In Table 2 the results shows how the total costhefproject is reduced as the total duration islezd. Before
uncrashing the minimum cost of project is Rs. 124 the project duration of 30 days and afterrasking the
minimum cost will be Rs. 123400 for the project ation of 30 days. The following graph depicts tksults
obtained.
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Figure: 4 Project duration Vscost analysis
Conclusion:

In this paper the algorithm proposed for unit ciagiteduces the cost of project. When activities@ashed by one
day then only the crashing cost corresponding o day is increased thereby reducing the projedtiur as well
as cost. A C++ program is been developed to achlexeabove results. This approach is well suitétieplaces
where cost is of major consideration.

REFERENCES

1. Bratley, P., B.L. Fox and L.E. Schrage, 19735 éide to Simulation. Springer-Verlag.

2. Elmaghraby, S.E., 1977. Activity Networks: PrtjPlanning and Control by Network Models. Johné#/ilNew York.

3. Steve, P. Jr. and M.l. Dessouky, 1977. Solvivggroject time/cost tradeoff problem using theimai cut concept. Manage.
Sci., 24: 393-400.

4. Rehab, R. and R.I. Carr, 1989. Time-cost treflaraong related activities. J. Construct. Eng. ktga, 115: 475-486.

5. Pulat, P.S. and S.J. Horn, 1996. Time-resouackdff problem [project scheduling]. IEEE TranegEManage., 43: 411-417.
6. Walter, J.G., C. Strauss and M. Toth, 2000. i@nasof stochastic processes by sampling and opdition. Bus. Process
Manage. J., 6 : 65-83.

7. Kathryn, A.M., 2004. A simulation approach te tRERT/CPM: time-cost trade-off problem. Projecinisige. J., 35: 31-38.

8. Van Slyke, R.M., 1963. Monte carlo methods d&r@lRERT problem. Operat. Res., 33: 141-143.

9. Ameen, D.A,, 1987. A computer assisted PERTukition. J. Syst. Manage., 38: 6-9.
http://portal.acm.org/citation.cfm?id=34619.34620.

10. Coskun, O., 1984. Optimal probabilistic compr@s of PERT networks. J. Construct. Eng. Mana@&Q: 437-446.
http://cedb.asce.org/cgi/WWWdisplay.cqi?8402651

11. Ramini, S., 1986. A simulation approach to timest trade-off in project network, modeling andnsiation on
microcomputers. Proceedings of the Conferencel pp:120.

12. Johnson, G.A. and C.D. Schou, 1990. Expedjogects in PERT with stochastic time estimatesjdet Manage. J., 21: 29-
32.

13. Badiru, A.B., 1991. A simulation approach tawerk analysis. Simulation, 57: 245-255.

14. Feng, C.W., L. Liu and S.A. Burns, 2000. Staticaconstruction time-cost tradeoff analysis. dmput. Civil Eng., 14: 117-
126.

15. Grygo, E., 2002. Downscaling for better prajettfoWorld, 62-63.

16. Jorgensen, M., 2003. Situational and task cheriatics systematically associated with accurafcgoftware development
effort estimates. Proceedings of the InformatiosdReces Management Association International Cenfa, Philadelphia, PA.
17. P.K. Suri and Bharat Bhushan Dept of Computerse and Applications, Kurukshetra University rikshetra

(Haryana), India Department of Computer Scienaé &pplications, Guru Nanak Khalsa College, YamiNamar (Haryana),
India 2008 Simulator for Optimization of Softwareofect Cost and Schedule Journal of Computer Seién(l2): 1030-1035,
2008 ISSN 1549-3636 © 2008 Science Publications.




