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Data Envelopment Analysis is one of the paramount mathematical methods to compute the general performance of organizations,
which utilizes similar sources to produce similar outputs. Original DEA schemes involve crisp information of inputs and outputs
that may not always be accessible in real-world applications. Nevertheless, in some cases, the values of the data are information
with indeterminacy, impreciseness, vagueness, inconsistent, and incompleteness. Furthermore, the conventional DEA models
have been originally formulated solely for desirable outputs. However, undesirable outputs may additionally be present in the
manufacturing system, which wishes to be minimized. To tackle the mentioned issues and in order to obtain a reliable mea-
surement that keeps original advantage of DEA and considers the influence of undesirable factors under the indeterminate
environments, this paper presents a neutrosophic DEAmodel with undesirable outputs. (e recommended technique is based on
the aggregation operator and has a simple construction. Finally, an example is given to illustrate the new model and ranking
approach in details.

1. Introduction

All organizations, whether governmental or private, require
an effective performance assessment for development,
growth, and sustainability in the competitive world of today
so that within this growth it can appraise the efficiency and
effectiveness of its organizational programs and its human
resources processes. In other words, senior executive
managers have always been seeking for a solution to ensure
that their strategies are executed and, hence, have selected
performance assessment methods as tools to implement
their strategies. We should be mindful that novel mea-
surement systems have been developed to target the existing
strategies, and in this system, the indexes could be viewed as
a crucial factor, in the present and future successes of the
company. If these factors are alleviated or improved, then
the company has launched its strategy.

(e Data Envelopment Analysis (DEA) is a nonpara-
metric method to analyse and assess the performance of

decision-making units (DMUs), which converts several
inputs into several outputs and considers the qualitative and
quantitative criterions. Based on the work of [1], Charnes
et al. [2] proposed this methodology that is called the CCR
model. After that, Banker et al. [3] extended this model and
established a new model to measure efficiency that is the so-
called BBC model. With DEA, directors can achieve the
relative efficiency of a set of DMUs. Note that the production
function does not need to be known in this technique. In the
recent years, an extensive application of DEA in numerous
fields, such as banking institutions [4], insurance industry
[5], financial services [6], education [7], sustainability [8],
energy [9], and health-care services [10], has been observed.
Furthermore, in the past four decades, numerous reports
and articles have been published in esteemed global journals
verifying that this method is operational, see [11–16].

However, in some cases, the values of the data are often
information with indeterminacy, impreciseness, vagueness,
inconsistent, and incompleteness. Inaccurate assessments
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are mainly the outcome of information that is unquantifi-
able, incomplete, and unavailable. By fuzzy sets [17], it is
possible to model the uncertainty in information. In addi-
tion, there are several models of DEA with the fuzzy set, see
[17–19] and references therein. However, fuzzy sets (FSs)
deliberate only themembership function and cannot arrange
other parameters of vagueness. (erefore, intuitionistic
fuzzy sets (IFSs) have been introduced in [20], see also the
Pythagorean fuzzy sets [21–23].

(ough IFSs is able to address incomplete data for
numerous real-world topics, it cannot handle other natures
of uncertainty such as indeterminate information. Hence,
Smarandache [24] puts forward an indeterminacy degree of
membership as an autonomous element and proposes the
neutrosophic set (NS). (en, inspired by sports (winner,
loser, and equal), voting (agree, disagree, and abstain),
answering (yes, no, and I do not know), decision-making
(decision, no decision, and doubt), and acceptance (accept,
rejection, and suspension) and since the principle of ex-
cluded middle cannot be applied to new logic, he combines
three-valued logic with nonstandard analysis. Since then, a
series of subclasses of NS have emerged, mainly including
interval neutrosophic set [25–27], bipolar neutrosophic set
[28, 29], single-valued neutrosophic set [30–33], simplified
neutrosophic sets [34–36], neutrosophic structured element
[37], multivalued neutrosophic set [38, 39], and neu-
trosophic linguistic set [40, 41] which have been proposed.
Moreover, these concepts utilized in several problems, see
[42–51].

In the DEA literature, there are also some models of
DEA with IFSs, see [52–60]. However, in actual activities,
there are some indeterminate information. If the inde-
terminacy factors are ignored, the relative effectiveness of
DMUs will still be evaluated using the DEA model
established on the basis of determinate values and biased
or even wrong information will be obtained, which will
bring some errors to management decisions. (erefore, it
seems convenient and necessary to consider the neu-
trosophic DEA model.

As far as we know, there are few studies concerning
DEA with neutrosophic information. (e utilization of
neutrosophic set in DEA can be traced to Edalatpanah
[61] and additional investigations have been accessible in
[62–67]. However, these neutrosophic DEA methods are
formulated solely for desirable outputs and cannot
eliminate the influence of undesirable factors on the
efficiency evaluation. We know that the undesirable
outputs may additionally be present in the manufacturing
system that needs to be minimized. For example, in
banking industry nonperforming loans/assets and in
manufacturing systems, the production of a variety of
emissions, pollutions, and industrial waste gas are un-
desirable outputs [68–73]. (erefore, there is still a need
from the neutrosophic DEA method to develop a new
model that keeps original advantage and considers the
influence of undesirable factors.

Consequently, in this study, we establish a novel method
of DEAwith undesirable outputs in which all data are single-
valued neutrosophic sets (SVNSs). Furthermore, a compe-
tent algorithm for solving the new DEA model has been
presented. (e main contributions of this paper are four
folds: (1) we model the indeterminacies in the input and
output data using SVNSs; (2) the proposed approach con-
siders the impact of undesirable outputs on the performance
of DMUs; (3) we provide a theorem regarding the feasibility
and boundedness of the solution of new model; (4) we
determine the efficiency scores of the DMUs as crisp values.

(e paper unfolds as follows. Some basic knowledge and
concepts on DEA and its models are deliberated in Section 2.
In Section 3, some knowledge and arithmetic operations on
neutrosophic sets are discussed. In Section 4, we propose a
new model of neutrosophic DEA with undesirable outputs
and establish an algorithm to solve it. In Section 5, the
proposed model and the related algorithm are illustrated
with a numerical example to ensure their validity and
usefulness over the existing models. Finally, conclusions and
future direction are offered in Section 6.

2. The Basic Concepts of DEA and its Models

DEA is a mathematical programming methodology that
allows performance measurement of homogeneous
DMUs that have several inputs and outputs. In DEA
approach, there is no need to determine the specific form
of the production function, and linear programming is
needed to construct a piecewise linear surface (frontier)
to cover all data, and then the efficiency of each of the
DMUs is calculated from this frontier. (e frontier ob-
tained is the efficiency boundary, where the points on it
are efficient, and other DMUs that are inside the cover
surface are inefficient.

Let DMUO be under consideration; then, the production
possibility set of the BCC model proposed by Banker et al.
[3] is as follows:

TBCC �
⎧⎨

⎩(x, y) 􏽘
n

q�1
αqxq ≤ x, 􏽘

n

q�1
αqyq ≥y, 􏽘

n

q�1
αq � 1,

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

αq ≥ 0, q � 1, . . . , n
⎫⎬

⎭.

(1)

(erefore, the BCC model is as follows:
Min ηo

s.t.

􏽐
n

q�1
αqxpq ≤ ηoxp∘

, p � 1, . . . , m

􏽐
n

q�1
αjysq ≥yso, s � 1, . . . , k

􏽐
n

q�1
αq � 1, αq ≥ 0, q � 1, . . . , n.

(2)
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For the BCC model with undesirable outputs, Guo and
Wu [68] proposed

Min ηo

s.t

􏽐
n

q�1
αqxpq ≤ ηoxp∘

, p � 1, . . . , m

􏽐
n

q�1
αjy

g
sq ≥y

g
so, s � 1, . . . , k

􏽐
n

q�1
αjy

b
s′q ≤ ηoyb

s′o, s′ � 1, . . . , k′

􏽐
n

q�1
αq � 1, αq ≥ 0, q � 1, . . . , n.

(3)

In Model (3), we assume that there are n DMUs that use
inputs xpq(p � 1, . . . , m), to achieve desirable outputs
(good) y

g
sq(s � 1, . . . , k) and undesirable outputs (bad)

yb
s′q(s′ � 1, . . . , k′) After calculation, if ηo � 1, then DMUo

is efficient; else, it is inefficient.

3. Neutrosophic Sets

Smarandache has given a number of actual examples for
potential applications of NS; nevertheless, usage of NSs in
real applied problems is difficult. Hence, NSs reduced into a
type of SVNSs that will preserve the processes of the NSs.
Here, we will discuss some basic definitions related to
neutrosophic sets and SVNSs, respectively [30–33].

Definition 1. In universal U, a NS is distinct with truth,
falsity, and indeterminacy membership functions of x in the
real nonstandard ]− 0, 1+[, where the summation of them
belong to [0, 3]. If these functions are singleton in the [0, 1],
then a SVNS ψ is denoted by

ψ � x, Zψ(x), ℓψ(x), ƛψ(x)􏼐 􏼑 | x ∈ U􏽮 􏽯. (4)

Furthermore, ψ � Zψ , ℓψ , ƛψ􏽄 􏽅 is called the single-val-
ued neutrosophic number (SVNN) if U has just one
component.

Definition 2. Suppose that C and D be two SVNSs, then C ⊆
D if and only if ZC(x)≤ ZD(x),ℓC(x)≥ ℓD(x), and
ƛC(x)≥ ƛD(x).

Definition 3. LetΜandΝbe two SVNNs. (en, equations (5)
to (8) are true:

(i) M⊕N � ZM + ZN−􏼊 ZMZN, ℓMℓN, ƛMƛN􏼋, (5)

(ii) M⊗N � ZMZN􏼊 , ℓM + ℓN − ℓMℓN, ƛM

+ƛN − ƛMƛN􏼋,
(6)

(iii) αΜ � 1 − 1 − tZΜn(x)􏼁(
α
, ℓΜ(x)( 􏼁

α
,􏼊

· ƛΜ(x)( 􏼁
α
􏼋, α> 0,

(7)

(iv) Μα
� ZΜ(x)( 􏼁

α
, 1 − 1 − ℓΜ(x)( 􏼁

α
,􏼊

1 − 1 − ƛΜ(x)( 􏼁
α
􏼋, α> 0.

(8)

Definition 4. Suppose that Μq � ZΜq
, ℓΜq

, ƛΜq
􏼜 􏼝

(q � 1, . . . , n) be a collection SVNNs. (en, the related
weighted arithmetic average operator is

FW Μ1, . . . ,Μn( 􏼁 � 􏽘
n

q�1
ωqΜq, (9)

and the aggregation operator is defined as follows:

FW Μ1, . . . ,Μn( 􏼁 � 1 − 􏽙
n

q�1
1 − ZΜq

(x)􏼒 􏼓
ωq

, 􏽙
n

q�1
ℓΜq

(x)􏼒 􏼓
ωq

, 􏽙
n

q�1
ƛΜq

(x)􏼒 􏼓
ωq

􏼫,􏼪 (10)

where W � (ω1,ω2, . . . ,ωn) is the weight vector of
Μq,ωq ∈ [0, 1] and 􏽐

n
q�1 ωq � 1.

4. Proposed Model

In the DEA literature, there are some models of DEA with
neutrosophic information, see [61–67]. Nevertheless, these
models work solely for desirable outputs and cannot con-
sider undesirable outputs. Hence, there is a requisite to
develop a new model that keeps original advantage of
neutrosophic DEA models and considers the influence of
undesirable outputs. In this section, we propose an input-
oriented BCC model with undesirable outputs in which all
data are SVNNs. Furthermore, we propose an algorithm for
solving the new DEAmodel. Moreover, a theorem regarding
the feasibility and boundedness of the solution of the new
model has been provided. For the qth DMU, consider the

input 􏽥xpq � Zxpq
, ℓxpq

, ƛxpq
􏼜 􏼝, desirable outputs

􏽥yg
sq � Zy

g
sq

, ℓy
g
sq

, ƛy
g
sq

􏼜 􏼝, and undesirable outputs

􏽥yb
sq � Zyb

sq
, ℓyb

sq
, ƛyb

sq
􏼜 􏼝 which are the SVNNs. (us, by

combinations of the BCC model under the single-valued
neutrosophic environment with undesirable outputs, we
have the following model:

Min ηo

s.t.

􏽐
n

q�1
αq􏽥xpq ≤ ηo􏽥xp∘

, p � 1, . . . , m

􏽐
n

q�1
αj􏽥yg

sq ≥ 􏽥yg
so, s � 1, . . . , k

􏽐
n

q�1
αj􏽥yb

s′q ≤ ηo 􏽥yb
s′o, s′ � 1, . . . , k′

􏽐
n

q�1
αq � 1, αq ≥ 0, q � 1, . . . , n.

(11)
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We called this model as single-valued neutrosophic BCC
with undesirable outputs (SVNBCC-UO). Now, we present
an algorithm to solve Model (11).

In the following, we show that our model is feasible and
bounded.

Theorem 1. 3e model of SVNBCC-UO is feasible and
bounded. Furthermore, its optimal objective function is 1.

Proof. From Algorithm 1, we can transform the model
SVNBCC-UO into Step 4 in Algorithm 1. So, with the so-

lution αq �
1, q � o,

0, else,
􏼨 and ηo � 1, it is easy to see that the

Step 4 in Algorithm 1 is always feasible. (us, regardless of
the values of inputs and outputs, there is always at least one
feasible solution for Step 4 in Algorithm 1. Because the above
solution is feasible along with the objective function of Step 4

Step 1. Construct the problem based on Model (10).
Step 2. According to Definitions 3 and 4, transform the SVNBCC-UO model of Step 1 into
Min ηo

S.t.

1 − 􏽑
n
q�1 (1 − Zxpq

)αq , 􏽑
n
q�1 (ℓxpq

)αq , 􏽑
n
q�1 (ƛxpq

)αq􏼜 􏼝≤ 1 − (1 − Zxpo
)ηo , (ℓxpo

)ηo , (ƛxpo
)ηo􏼜 􏼝, p � 1, . . . , m

1 − 􏽑
n
q�1 (1 − Zy

g
sq

)αq , 􏽑
n
q�1 (ℓy

g
sq

)αq , 􏽑
n
q�1 (ƛy

g
sq

)αq􏼜 􏼝≥ Zy
g
so

, ℓy
g
so

, ƛy
g
so

􏽄 􏽅, s � 1, . . . , k

1 − 􏽑
n
q�1 (1 − Zyb

s′q
)αq , 􏽑

n
q�1 (ℓyb

s′q
)αq , 􏽑

n
q�1 (ƛyb

s′q
)αq􏼪 􏼫≤ 1 − (1 − Zyb

s′o
)ηo , (ℓyb

s′o
)ηo , (ƛyb

s′o
)ηo􏼜 􏼝, s′ � 1, . . . , k′

􏽐
n
q�1 αq � 1

αq ≥ 0, q � 1, . . . , n.

Step 3. By Definition 2, transform Step 2 into
Min ηo

s.t.

􏽑
n
q�1 (1 − Zxpq

)αq ≥ (1 − Zxpo
)ηo , p � 1, 2, . . . , m

􏽑
n
q�1 (ℓxpq

)αq ≥ (ℓxpo
)ηo , p � 1, 2, . . . , m

􏽑
n
q�1 (ƛxpq

)αq ≥ (ƛxpo
)ηo , p � 1, 2, . . . m

􏽑
n
q�1 (1 − Zy

g
sq

)αq ≤ (1 − Zy
g
so

), s � 1, . . . , k

􏽑
n
q�1 (ℓy

g
sq

)αq ≤ ℓy
g
so

, s � 1, . . . , k

􏽑
n
q�1 (ƛy

g
sq

)αq ≤ ƛy
g
so

, s � 1, . . . , k

􏽑
n
q�1 (1 − Zyb

s′q
)αq ≥ (1 − Zyb

s′o
)ηo , s′ � 1, . . . , k′

􏽑
n
q�1 (ℓyb

s′q
)αq ≥ (ℓyb

s′o
)ηo , s′ � 1, . . . , k′

􏽑
n
q�1 (ƛyb

s′q
)αq ≥ (ƛyb

s′o
)ηo , s′ � 1, . . . , k′

􏽐
n
q�1 αq � 1,

αq ≥ 0, q � 1, . . . , n.

Step 4. Convert Step 3 into the following linear model:
Min ηo

s.t

􏽐
n
q�1 αq ln(1 − Zxpq

)≥ ηo ln(1 − Zxpo
), p � 1, 2, . . . , m

􏽐
n
q�1 αq ln(ℓxpq

)≥ ηo ln(ℓxpo
), p � 1, 2, . . . , m

􏽐
n
q�1 αq ln(ƛxpq

)≥ ηo ln(ƛxpo
), p � 1, 2, . . . , m

􏽐
n
q�1 αq ln(1 − Zy

g
sq

)≤ ln(1 − Zy
g
so

), s � 1, . . . , k

􏽐
n
q�1 αq ln(ℓy

g
sq

)≤ ln(ℓy
g
so

), s � 1, . . . , k

􏽐
n
q�1 αq ln(ƛy

g
sq

)≤ ln(ƛy
g
so

), s � 1, . . . , k

􏽐
n
q�1 αj ln(1 − Zyb

s′q
)≥ ηo ln(1 − Zyb

s′o
), s′ � 1, . . . , k′

􏽐
n
q�1 αj ln(ℓyb

s′q
)≥ ηo ln(ℓyb

s′o
), s′ � 1, . . . , k′

􏽐
n
q�1 αj ln(ƛyb

s′q
)≥ ηo ln(ƛyb

s′o
), s′ � 1, . . . , k′

􏽐
n
q�1 αq � 1

αq ≥ 0, q � 1, . . . , n.

Step 5. Using Step 4, get the optimal efficiency of each DMU.

ALGORITHM 1: Solution of the SVNBCC-UO model.
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in Algorithm 1 is minimization, the best value regarding the
objective function is certainly lower than or equal to 1. □

5. Numerical Experiment

In this section, the proposed SVNBCC-UO and the related
algorithm are illustrated with a numerical example to ensure
their validity and usefulness over the existing models.

Example 1. Consider an efficiency problem with 15 DMUs,
three inputs, two desirable outputs, and one undesirable
output that all information are presented as SVNNs (see
Tables 1 and 2).

Here, we used Algorithm 1 for solving the SVNBCC-UO
model. Suppose that DMU1 is under consideration, so based
on Algorithm 1 we have the following.

First, we construct the model using Steps 1–3. (en, by
means of Step 4, we construct the Min η1 with the con-
straints of Step 4 in Algorithm 1. For example, by Step 4 in
Algorithm 1 for Input 1, we have the following relation:

α1 ln(1 − 0.6) + α2 ln(1 − 0.3) + α3 ln(1 − 0.4) + α4 ln(1 − 0.5)

+α5 ln(1 − 0.3) + α6 ln(1 − 0.5) + α7 ln(1 − 0.7) + α8 ln(1 − 0.2)

+α9 ln(1 − 0.6) + α10 ln(1 − 0.4) + α11 ln(1 − 0.7) + α12 ln(1 − 0.6)

+α13 ln(1 − 0.5) + α14 ln(1 − 0.4) + α15 ln(1 − 0.6)≥ η1 ln(1 − 0.6).

(12)

So, after calculations with Matlab, we get η∗1 � 0.9068 for
DMU1. Correspondingly, the technical efficiencies of each
DMUi are measured using the proposed algorithm and are
presented in Table 3.

To validate the presented efficiencies, these efficiencies
were compared with the efficiencies obtained by the existing
neutrosophic DEAmethods and are given in Figure 1. In this
figure, we can see the impact of undesirable outputs on the
performance of DMUs. From Figure 1, we can see that the
efficiencies of DMUs are found to be smaller for SVNBCC-
UO compared to the existing neutrosophic DEAmethods. It
is interesting that DMUs 1–4, 6–7, and 9 are efficient in the
existing neutrosophic DEA methods; however, they are
actually inefficient with the efficiency scores of 0.8329,
0.7504, 0.9451, 0.8197, 0.5822, 0.7430, and 0.9821 using

Table 1: Input information of the 15 DMUs.

DMUS Input 1 Input 2 Input 3
1 0.6, 0.4, 0.3〈 〉 0.5, 0.4, 0.3〈 〉 0.7, 0.3, 0.4〈 〉

2 0.3, 0.1, 0.2〈 〉 0.6, 0.5, 0.1〈 〉 0.6, 0.4, 0.5〈 〉

3 0.4, 0.2, 0.1〈 〉 0.2, 0.6, 0.3〈 〉 0.8, 0.2, 0.1〈 〉

4 0.5, 0.5, 0.2〈 〉 0.2, 0.3, 0.1〈 〉 0.5, 0.2, 0.2〈 〉

5 0.3, 0.2, 0.4〈 〉 0.2, 0.8, 0.7〈 〉 0.7, 0.2, 0.7〈 〉

6 0.5, 0.2, 0.2〈 〉 0.7, 0.5, 0.1〈 〉 0.7, 0.3, 0.2〈 〉

7 0.7, 0.1, 0.2〈 〉 0.4, 0.4, 0.2〈 〉 0.7, 0.3, 0.2〈 〉

8 0.2, 0.6, 0.5〈 〉 0.1, 0.7, 0.2〈 〉 0.3, 0.9, 0.6〈 〉

9 0.6, 0. 3, 0.3〈 〉 0.5, 0.2, 0.5〈 〉 0.9, 0.2, 0.3〈 〉

10 0.4, 0.7, 0.7〈 〉 0.8, 0.2, 0.6〈 〉 0.6, 0.2, 0.3〈 〉

11 0.7, 0.3, 0.3〈 〉 0.4, 0.1, 0.3〈 〉 0.5, 0.1, 0.4〈 〉

12 0.6, 0.3, 0.5〈 〉 0.5, 0.5, 0.3〈 〉 0.6, 0., 0.3〈 〉

13 0.5, 0.2, 0.4〈 〉 0.9, 0.3, 0.3〈 〉 0.8, 0.1, 0.4〈 〉

14 0.4, 0.3, 0.1〈 〉 0.8, 0.4, 0.1〈 〉 0.9, 0.2, 0.3〈 〉

15 0.6, 0.4, 0.3〈 〉 0.5, 0.1, 0.1〈 〉 0.6, 0.1, 0.1〈 〉

Table 2: Output information of the 15 DMUs.

DMUS Output 1(good) Output 2 (good) Output 3 (bad)
1 0.5, 0.5, 0.7〈 〉 0.5, 0.4, 0.4〈 〉 0.5, 0.2, 0.1〈 〉

2 0.2, 0.7, 0.5〈 〉 0.7, 0.2, 0.5〈 〉 0.4, 0.1, 0.1〈 〉

3 0.3, 0.5, 0.8〈 〉 0.6, 0.7, 0.5〈 〉 0.6, 0.2, 0.1〈 〉

4 0.2, 0.5, 0.7〈 〉 0.3, 0.5, 0.6〈 〉 0.5, 0.2, 0.1〈 〉

5 0.8, 0.4, 0.3〈 〉 0.8, 0.5, 0.1〈 〉 0.3, 0.1, 0.6〈 〉

6 0.3, 0.6, 0.7〈 〉 0.1, 0.6, 0.7〈 〉 0.8, 0.1, 0.2〈 〉

7 0.5, 0.2, 0.6〈 〉 0.5, 0.5, 0.4〈 〉 0.9, 0.2, 0.3〈 〉

8 0.3, 0.3, 0.6〈 〉 0.7, 0.4, 0.7〈 〉 0.3, 0.3, 0.3〈 〉

9 0.6, 0.4, 0.4〈 〉 0.5, 0.5, 0.5〈 〉 0.4, 0.2, 0.1〈 〉

10 0.2, 0.3, 0.7〈 〉 0.5, 0.3, 0.3〈 〉 0.5, 0.4, 0.1〈 〉

11 0.3, 0.8, 0.5〈 〉 0.2, 0.7, 0.6〈 〉 0.5, 0.2, 0.2〈 〉

12 0.6, 0.1, 0.4〈 〉 0.2, 0.2, 0.3〈 〉 0.1, 0.5, 0.5〈 〉

13 0.4, 0.7, 0.8〈 〉 0.4, 0.8, 0.6〈 〉 0.7, 0.1, 0.1〈 〉

14 0.5, 0.5, 0.6〈 〉 0.5, 0.3, 0.5〈 〉 0.5, 0.2, 0.4〈 〉

15 0.2, 0.4, 0.8〈 〉 0.7, 0.4, 0.6〈 〉 0.4, 0.1, 0.1〈 〉

Table 3: (e efficiencies of the DMUs.

DMUS Efficiency (η∗) Rank
DMU1 0.8329 6
DMU2 0.7504 8
DMU3 0.9451 4
DMU4 0.8197 7
DMU5 1.0000 1
DMU6 0.5822 12
DMU7 0.7430 9
DMU8 1.0000 1
DMU9 0.9821 2
DMU10 1.0000 1
DMU11 0.9463 3
DMU12 1.0000 1
DMU13 0.7270 10
DMU14 0.8987 5
DMU15 0.6549 11
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SVNBCC-UO, respectively. (erefore, SVNBCC-UO is
more realistic than the existing neutrosophic DEA methods.
(erefore, if we solve the mentioned problem with the
existing methods, we cannot get to a reliable evaluation.

6. Conclusions and Future Work

(is paper, established a new strategy to solve a neu-
trosophic data envelopment analysis model with undesirable
outputs. In comparison with the existing neutrosophic DEA
methods, the significant characteristic of the new DEA
method is that it can handle the undesirable outputs simply
and effectively. A numerical experiment and comparison
results with the existing models have been demonstrated to
display the competence of the presented method. (e
proposed methodology has created hopeful consequences
from computing and performance facets. It is worth men-
tioning that the uncertainty, ambiguity, and indeterminacy
in this paper are limited to single-valued neutrosophic
numbers. Nevertheless, the other types of numbers such as
bipolar NSs and interval-valued neutrosophic numbers,
Pythagorean fuzzy set, and q-rung orthopair fuzzy set can
also be used to indicate variables characterizing the core in
world-wide problems. As for future research, we intend to
extend the proposed approach to these kinds of tools.
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use of Data Envelopment Analysis (DEA) in healthcare with a
focus on hospitals,” Health Care Management Science, vol. 22,
no. 2, pp. 245–286, 2019.

[11] M. Shafiee, F. Hosseinzadeh Lotfi, and H. Saleh, “Supply chain
performance evaluation with data envelopment analysis and
balanced scorecard approach,” Applied Mathematical Mod-
elling, vol. 38, no. 21-22, pp. 5092–5112, 2014.

[12] A. Emrouznejad and G.-l. Yang, “A survey and analysis of the
first 40 years of scholarly literature in DEA: 1978-2016,” Socio-
Economic Planning Sciences, vol. 61, pp. 4–8, 2018.

[13] H. Chen, J. Liu, Y. Li, Y.-H. Chiu, and T.-Y. Lin, “A two-stage
dynamic undesirable data envelopment analysis model fo-
cused on media reports and the impact on energy and health
efficiency,” International Journal of Environmental Research
and Public Health, vol. 16, no. 9, p. 1535, 2019.

[14] S. Soheilirad, K. Govindan, A. Mardani, E. K. Zavadskas,
M. Nilashi, and N. Zakuan, “Application of data envelopment
analysis models in supply chain management: a systematic
review and meta-analysis,” Annals of Operations Research,
vol. 271, no. 2, pp. 915–969, 2018.
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