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ABSTRACT This paper proposes a hesitant bipolar-valued neutrosophic set (HBVNS) based on the
combination of bipolar neutrosophic setsand hesitant fuzzy sets. The proposed set generalizes the notions of
fuzzy set, intuitionistic fuzzy set, hesitant fuzzy set, single-valued neutrosophic set, single-valued
neutrosophic hesitant fuzzy set, bipolar fuzzy setand bipolar neutrosophic set. Further, we define the basic
operational laws, union, intersectionand complement for hesitant bipolar-valued neutrosophic elements
(HBVNES) and study its associated properties. Some relevant examples are also given to provide a better
understanding of the proposed concept. Two aggregation operators are developed based on HBVNS which
are the hesitant bipolar-valued neutrosophic weightedaveraging (HBVNWA) and the hesitant bipolar-valued
neutrosophic weighted geometric (HBVNWG). A decision making method is developed based on new sets
and the proposed HBVNWA and HBVNWG operators. Finally, an illustrative example is given to show the
applicability of the proposed decision making method. A comparative analysis with the existing methods is

also provided.

INDEX TERMS Decisionmaking, fuzzy set, hesitant bipolar-valued neutrosophic set, neutrosophic set.

I. INTRODUCTION

The neutrosophic set (NS) [1] is aset that is characterized by
three independent functions which are the truthfulness,
indeterminacy and falsity functions. Its theories and
applications have been rapidly explored by scholars and
researchers in various research domains. Sumathi and
Arockiarani [2] studied the notion of neutrosophic normal
subgroup and neutrosophic topological groups. Patro and
Smarandache [3] presented neutrosophic statistics versions
of binomial and normal distributions. Kundu and Islam [4]
developed a goal geometric programming method based on
neutrosophic set. Maliketal. [5] proposedthe concept of soft
rough NSs to graph theory and introduced several new
graphs. The neutrosophic set which was first introduced
based on the philosophical point of view has been extended
to more approachable sets and theoriesthat are applicable in
the real multi-criteria decision-making problems [6]-[8].
Some of the well-known particular cases of neutrosophicsets
are the single-valued neutrosophic set [9], interval-valued
neutrosophic set [10], simplified neutrosophic set [11],
neutrosophic soft set [12], multi-valued neutrosophic set
[13], complex neutrosophic set [14] and many hybrids
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neutrosophic sets [15]-[19]. Howewer, truthfulness,
indeterminacy and falsity are not exhaustive in
characterizing uncertain and vague information. Elements of
bipolarity also exist particularly in the real decision-making
problems where multiple attributes and alternatives are
considered simultaneously. Bipolarity is the tendency of the
human brain to make decision based on the good and bad
sides which represented by positive and negative values
respectively. Zhang [20] introduced the idea of bipolarity
into fuzzy set which known as bipolar fuzzy set (BFS).
Accordingto Zhang [20], almost all the decision making are
based on both, positive and negative sides or so called the
bipolar judgmental thinking. For example, when we ask a
decision maker about a statement, he or she may state any
number in the interval [0,1] represents the satisfaction
degree of the statement associated to the fuzzy set and
[-1,0] that represents the satisfaction degree of the counter-
propertyrelatedto the fuzzy set. Positive informationreflects
what is guaranteed possible and preferred while negative
information reflects what is surely forbidden which are
known based on observationand experience.
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This concept has recently investigated among researchers in
various fields including the decision making. For instance,
Weietal. [21] proposedthe interval-valued bipolar fuzzy set
with its operational laws, score and accuracy functions and
some aggregation operators based on Hamacher operations.
Akram [22] introduced the notion of bipolarity in the fuzzy
graphs and investigated the isomorphism of the graphs with
its properties. Malik and Shabir [23] employed the bipolar
informationinits set development and introduced the rough
fuzzy bipolar soft set with its application to the decision-
making problem. Besides that, Wei et al. [21] solved the
multi-attribute decision-making (MADM) problem of
emerging technology commercialization under the interval-
valued bipolar fuzzy environment. Deli etal. [24] introduced
bipolar neutrosophic sets for multi-criteria decision making
problems. Surapati and Mondal [16] developed a new set
combining the bipolar neutrosophic set theory and the rough
neutrosophic settheory calledthe roughbipolar neutrosophic
set and presented the union, intersection, complement and
inclusion of the set. Princy and Mohana [25] introduced the
neutrosophic bipolar vague setand developed a multi-criteria
decision making (MCDM) problem based on the
neutrosophic bipolar vague set.

Despite of its established capabilities, bipolar neutrosophic
set is unable to handle the hesitancy information that occurs
in most of the decision process. Due to uncertainty and the
nature of human brain, it may be difficult for decisionmakers
to provide an exactbipolar neutrosophic number or linguistic
variable. For instance, a decision maker is asked about a
statement and he or she needs to provide a judgment about
the statement with five options of linguistic variables
namely, ‘very good’, ‘good’, ‘medium’, ‘poor’ and ‘very
poor’. The tendency of the decision maker to be confused
between two close linguistic variables is high such as
between ‘very good’ and ‘good’, ‘good’ and ‘medium’,
‘poor’ and ‘very poor’ and so on. The hesitancy in making a
concrete judgment is normal for human being. Therefore, by
utilizing the concept of hesitancy, decision makers are not
restricted to state only one linguistic variable or a single
value. Recently, many researchers have employed the
hesitancy information into the development of methods to
deal with the MCDM problems [26]-[29].

In fact, bipolarity and hesitancy are two different but
complementary concepts that are created to model an easy-
going but accurate judgments when dealing with the
imprecision and uncertainty in bipolar neutrosophic
information. For this purpose, this paper attempts in
developing a new set combining the bipolar neutrosophic set
(BNS) and hesitant fuzzy set (HFS). The hesitant bipolar-
valued neutrosophic set (HBVNS) is implemented to obtain
the optimal decision for any decision making problems
involving  bipolarity, hesitancy and indeterminacy
information. The basic operations for HBVNS are presented
including the union, intersection, complement, equality and
inclusion. The propertiesrelatedto the introduced definitions
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are also inwvestigated. The outline of this paper is arranged as
follows. Section 2 presents the necessary definitions and
concepts for deweloping the HBVNS set. Section 3
introduces the HBVNS and its properties. Then, a MADM
method is developed on the basis of HBVNS in section4. A
numerical example is given in section 6 with the comparison
analysis. Finally, section 5 concludes the paper.

Il. PRELIMINARIES
This section provides the related definitions that will be used
in the development of the proposed set.

A. BIPOLAR NEUTROSOPHIC SET (BNS)

Definition 1. [1] Let V be a universe discourseand Vv is a
generic elementinV. A neutrosophic set (NS) R is defined
as below.

R={(v.Tr (v),Ix (v). Fe (V))|veV|

where T (V) Iz (V) and Fg (V) arethe degree of truthiness,
indeterminacy and falsity respectively. The degrees_Tg (v ,
Iz (v) and Fg(v) are the real standard subsets of ]O‘,f .
That is, Tg(v),Ig(v),Fr(v)—> 0‘,1+[and the sum of
Ta(v), Ig (v an Fr (V) is
0" <Tn (V)4 1g (V)4 Fe (v) <3

Definition 2. [24] Let V be a universe discourse and a BNS
Q isdefinedas below.

Q={(WTEW). 15 (V). FE (9. Ta ()15 (v) Fg () vev |
To(v). 15 (v).Fg (v) >[0.1] and
To (V). 15 (v), Fy (v) = [-10]. The positive membership

where

functions of T(v),15(v) and Fy(v) are the truth

membership, indeterminacy-membership and  falsity-
membership degrees of anelement veV correspondingto a
BNS @ and the negative membership functions of

To(v),1g(v) and Fy(v) are the degree of truth

indeterminacy and falsity of an element veV to some
implicit counter-property associatedto a BNS @ . A bipolar
neutrosophic  number  (BNN) is  denoted by

Q=<T+,|+,F+,T-,|-,F-> for simplicity.
Definition 3. [24] Let @1=<Tf,|l+,Ff,T;,|l-,Fl-> and
Q, :<T;, Iy, 5T, F2‘> be two BNNS. Then

i) Inclusion

QcQ,,ifandonlyif T/<T3, I <13, R">F/

and T{2T5, Iy 215, i~ <F; forall veV .
ii) Equality
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Q=Q,, ifandonlyif T{=T3, I/ =13, ' =F
and T, =T, Iy =15, Ff =F, forall veV.

iii) Complement

The complement of Q, is denotedby @Q,° and defined
as follows:

QF =(1-THA-1 1-R-1-Ty -1-1-1-F)
iv) Union

The union of two BNSs is defined by

QuQ, :<max(T1+,T§), I+l ,min(Ff,F}r),
min(Tl’,Tg), l +, ,max(Fl’,Fg)
V) Intersection

The intersection of two BNSs is defined by

QNQ, =<min(Tf,T§),

+ +
I +1;

,max(Ff,Fg),

max(Tl‘,Tg), Il_;ilz_ ,min(Fl‘,Fg)>
Definition 4. [24] Let @1=<Tf,|f,Ff,Tl-,|;,F;> and
Q. :<T§,I2+,F2+,T2‘,|2‘,F2‘> be two BNNs. Then some
operations for BNNSs are as follows:
i) Addition
G OQ, =(T{+T5-T T, 1115, F{F3-T0T5,
(11771 ) ~(-Fi-F - Fi-F2))
i) Product
Q®Q, =(T{-T5 1 +1; - 1{-1 F{+F —F{-F3,
~(TITTET ) R R
iii) Power
(e ={frs) i e
(el iy ey

where p>0.
iv) Scalar Multiplication

p(en) = (=T (1) (i)
(1) ) e ()

where p>0.
Note: The scalar multiplication of BNSs is noticed to have a

bit mistake. Thus, we give a revised definition of the scalar
multiplication for BNSs as follows:
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p(e)={a-(=i () (i) (i)
_(1—(1—(—|{))p),—(l—(l—(—Ff))p» )

B. HESITANT FUZZY SET (HFS)

The concept of hesitancy was first proposed by Torra [30] in
fuzzy set. The definition of hesitant fuzzy set (HFS) is as
below.

Definition5.[30] LetV be a reference setandaHFS H on
Vis defined as:

H= {(v hy, (v)>|v eV} ,
where h=hy (v) denoted as the hesitant fuzzy element
(HFE) and the values are in the range of [0,1] and reflect the

possible membership values of element veV ofthe setH .
Definition 6. [30] Let h,h; and h, be three HFEs. Then
)] Complement

h®= U {1-7},
yeh
i) Union
neh,yeh
iii) Intersection

hlﬁh2= U mln{]/]_,j/z}
nehuyeh,

Definition7.[30] Let h,h, and h, be threeHFEsand p >0
. Then, the operations for HFEs are given as below:
i) Addition
h®h= U

e, €

ii) Product
heh=U

neh,y e

max{?’1,72}«

(n+r-n-r}

{71 ‘72} :
iii) Power
P _ P
h _7Lejh{(7/) }
iv) Scalar Multiplication

ph=U -7y},

Ill. PROPOSED HESITANT BIPOLAR-VALUED
NEUTROSOPHIC SET (HBVNS)

In this section, the hesitant bipolar-valued neutrosophic set
(HBVNS) is introduced. Then some basic properties and
operational laws are investigated for the proposed HBVNS.

Definition 8. Let V be a reference set and with a generic
element in V denoted by V. A hesitant bipolar-valued

neutrosophic set H inXis defined as:
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A = v, (B (v). i (v), B (v), b ()07 (v), 0 () v eV,

where h (v),h (v),hé (v):V —>[0,]] and
hr (v),hy (v),hg (v):V —>[-10]. The positive hesitant
bipolar-valued neutrosophic elements hf, h/ and hf

denotes the possible satisfactory degree of truth,
indeterminacy and falsity of anelement v eV corresponding

to a HBVNS H respectively while the negative hesitant
bipolar-valuedneutrosophicelements hy, h; and hz denote

the possible satisfactory degree of truth, indeterminacy and
falsity of anelement v eV tothe implicitcounter property to

the set H respectively. In addition, a HBVNS H must

satisfy the conditions 0<yf, 7 7e <1,
1<yr.7e <0,
Osmax{y{}+max{y,*}+max{y;}s3, and

-3< max{y{}+max{7[}+max{7;}s0.
In  which 7 ehf(v),7 eh(v), 7fehf(v),
7 ehr (v), 77 ehy(v) and yz ehz (V) for veV.

For convenience, we use the symbol H to represent all the
hesitant ~ bipolar-valued  neutrosophic  sets and

:<hT*,h*,h;,hT‘,h,‘,h;> for a hesitant bipolar-valued
neutrosophic element (HBVNE).
Example 1. Let V ={v;,V,,V5} . Then
(w,({0.4,05},03,0.2,-0.6,-0.4,{-0.1,-0.2}))
H =1(v,,(03,{0.2,03},07,{-0.2,-0.4},-0.1,-0.7))
(v;,(0.8,0.3,04,-0.1,-04,{-0.7,-08}))

is a hesitant bipolar-valued neutrosophic elementsin V.
Proposition 1. AHBVNS is a generalization of BNS
Proof. Suppose that the number of elements in each

hi,h'" hi, by hy and he is one, then HBVNS is reduce to
BNS.

The definitions of complement, union and intersection for
HBVNEs are given as below:

Definition 9. Let
hy = (h¢, by hé b by hg ) and
h, :<hﬁ,hi,h;2,h{2,h;,h;2> be three HBVNES. Then,

i) Inclusion
hchy, if and only if Vy<Vvy1,

Vye2VyE and V>V, Yy 2Vy) Vyp<Vyg

forall veV .
i) Equality

=(n .y b b hE

VYLV,
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h=hy, if and only if Vyi=Vy, Vy=Vy,
VyE=VrE, and Vyp=Vyy, Vy =Yy, Vyg=VrE,
forall veV .

iii) Complement

The complement of % is denoted by A° and defined as
follows:

#=( U s, U i) U fri)

V1€ 7 E€NR
U {-1-77% U {11570 U —1—7F>
y%ehr’{ } 7T€hf{ } VEehE{ }
iv) Union
The union of two HBVNES is defined by
+ +
O
hoh, =/ U max{ﬂ/T1 7/T2} U /=
7T1 hrl |€h|+~ 2
7, €y ¥ ip€hiy
U min{yg 7z} U min{ 5},
7R ehg, ety
75, €he, LA
7, T,
U {2 U max{r o |
yaeha, 2 ;/,:leh,zl
;/fzehfz ;/,—Yeh,—?
V) Intersection

The intersection of two HBVNES is defined by

. n+n
hlmh2: U mln{)/ﬁi}/ﬂ}i U M [l
sl Fochiy | 2

71, €ty Vip €hiy

U max{zg o} U max{pm g,
75€h rnehy
7% €he, L

N, T,

U 1= U mingr 7 |
.| 2
71 €y 7rehg,
7ip €M, 7R €l

Example 2. Let
h=(0.5,0.4,{0.45,0.5},{-0.8,-0.7},-0.1,-0.3)

h =({0.35,0.4},0.6,0.7,{-0.9,-0.8},-0.1,{-0.3,-0.1})
and
h, =(0.8,02,02,{-0.6,-05},-03-05)  are three

HBVNEs, then
i) Complement

h =
(05,06,{0.55,05},{~0.2,-0.3},-0.9,-0.7)
i) Union
huh, =(0.8,0.4,0.2,{-0.9,-0.8},-0.2,-0.1)
iii) Intersection
hnhy =
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({0.35,0.4},0.4,0.7,{-0.6,-0.5},-0.2,-0.5)

Proposition 2. Giventhree HBVNEs, h, h and h,, then

1) huh=h
2) hnh=h

3) huh,=huh
4) ol =hnh

5) hu(hnhy)=(huh)n(huh,)

6) hn(huhy)=(hnh)u(hnh,)

7) (h6) =h

8) (huh,) =h®nhS

9) (hnh) =h°UhS

10) (h°Uh® Uh®)=(hnh )

11) (h° AR Ahy®)=(huh o)
Proof1l):
Leth:<hT+,hr,h;,h;,hf,h;>,

+ +
hoh={( U max{ﬁ,y{}, U {M},
7 ehy : 2

¥ eht

U min{yt 7}, U mm{ﬁ 7 h

rEehf rrehy

7+ _
yrghr {%} ' y;LeJh; e {yF e }>

< U, U 7w, U e U meo U n, U 7’F>

1 ehy nehy 7eehe rrehr rieh rrehe

= (hf by, hg,be b, he ) = o

Proof2): Similar to the proof of 1) and thus omitted.
Proof 3):

Let by =(hy ,hi,hg b by he ) and
hy = (1, by, b, b 1y, i, ) be two HBVNES. Then,

+ +
7, TN
no=| U maxpn), U (AL
7T1 hrl 7ipehiy, 2
7T2€hrz 7|2€h|+2
U min{yg. 75} U min{rg.os |,
7Fl€h+ rrehy
75, €he, 77, €,
N, +n,
U -4z ’ U maX 7':1 J/Fz
7 €hig, 2 CELE
;/fzehfz ;/,—?eh,—7

+}/l
huh =/ U maX{J/'r2 7/Tl - h*{ : }

;/Tl 1
71, €l 7/|2 ehy,
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U minfg i}, U minfrrrg

}/F1€hﬁ rm€hy,
Vi e, 71, €ty
n,tn,
91z .Y max{rs, 7 |
;/|1eh|1 ;/,:leh,zl
;/fzehfz ;/,—Yeh,—?

Proof4): Similar to the proof of 3) and thus omitted.
Proof5):

Let xehu(hnh,).

If xehu(h nhy),then X iseitherin h or (h, Nh,).
This means that x e h or xe(h nh,).

If xeh or {xeh andxeh,} then {xehorxeh} and

{Xehorxehz}.

So we have,
xeh orh and xeh or h,

xe(huh) and xe(huh,)

xe(huh)n(huhy)

Hence, hu(h,nhy)=(huh)n(huhy)

Therefore,

hu(hnhy)c(huh)n(huhy)

Let xe(huh)n(huhy).

If xe(huh)n(huhy), then X is in (horh) and
(horhy).

So we hawe,

xe(horh) and xe(horh,)

{xehorxeh} and {xehorxeh,}
xeh or {xeh andxeh,}

XGhu{Xe(q andhz)}
xehu{xe(h A b))
xehu(h N hy)

~hu(hnhy)=(huh)n(huh,) o
Proof6): Similar to the proof of 5) and thus omitted.
Proof7):

et =( U frt) U fi=ni} U P,
U {-1-»:, U {1- U {1-ye1¢).

Wehave,““f{ reh Y o) U firel)

0 = U =i )} Y f-ert))
U =) U ()]
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U (-1 )l U {a-(1-5 > h2°=< U -7} U f-n) U f-n ),
yrehr{ ( ! )} yEehE{ ( F)} 17, <t { 2} i2 hfz{ 2} 7%6“%{ 2}
“1-p b ~1- 1
< Um- Un . Uw. Un. Un, U 7F> y;LeJh;{ 7T2} ylgh,{ yIZ}yPZLeJhFZ{ F2}>
rrehy neh’ 7Eehf rrehy 7 ehy 7rehe > 2
Therefore,
= (hf, by b, he by g ) =h 2t
(0 =h . h®nh° = +UhT+ min{l—yﬁ,l—y{z} Uh+ {#}
}/ € ' }/ €
Proof8): y:flzefé y:lzeh+
Le”112<hT+1’hlt’h'J:rl’hT_1’hE’h';1> and U min{l—y,ﬁl,l—ygz}, U mln{ -1-p7.-1- 7Tz}
I YR ehg . rrehy,
hy = (1, he, b, Iy, b ) be two HBVNES. et et
Then we have -
’ 27, 7,
Mt Uh{ R DA S R Y
hoh = U max{p ), U {20 u, 7,
yrEhy, 7t 2 Y1 &My 7e <,
17, €hr, 71,€hi, - -'-(h1Uh2 )C _ hlc ﬂhzc -
Uh mln{ﬂfﬁ 7/|:2}, ’Uhf mln{7i,7{z}, Proof9): Similar to the proof of 8) and thus omitted.
755 A 7 €y Proof10):
vE eht 71, €N,
m v Let x(h Uh Uh,?)
7’|1 ",
-Lr|r > [ Uh maX{7Fl 7F2} =xeh®Uxeh®uUxeh’
7iehy, ICELE
o et ey =xeghuxeghuxeh,
c Vi vri = x¢(hnh)nh,
(huhy) = ﬁghT 1- maX{VTl 7T2} .LEJ. V775 =xeghnhnh,
1
72 e, iy, =xe(hnhnh,)
U 1-min{yi, 75}, U -1-min{y 7}, since for all  xe(hfuhfuhS) such that
7R Eh, i ehy, 2 2
fehy, UL
7R <Ny 1% <ty xe(hnh nhy)".
. [he c c)_ c
U - {m 2%} U 1-maxlrz. i +(h UhE Uh) = (hnhy Ahy) .
Py €ty CELE Proof11): Similar to the proof of 10) and thus omitted.
Vi€ 7% e, In the following, some arithmetic operations of HBVNES are
Therefore, defined.
2—y7" =7, | Definiton 10. Let  h=(h,h/,hi hr 0 he),
(hluhz)c — U max{l_}/_a,l_}/_lfz}, U %}, miu <hT F hT [ F>
b, rieh, It bt bt e b= e
o i hy = (h, by, hé b by hg ) and
U minfl-y 1-75 ), U min{-1-y7,-1-57 }, Ny = {1, i 1, I, i P, ) be three HBVNES. Then,
m:a 7ThhrT i) Addition
77 €%, 71, €y
2y Il@hz—< UhT {7T1+7/T2 7ﬁ'7ﬂ} Uh {7|17|2}
eT/ T, I T LT 7|1|,
y.lghu{ 2 }'raghaxmax{ st et 7
T R U {7;1 75} U {—yﬁ%‘z},
We hawe, The ';]ﬁ 7T1€hhrry
7e, €he, 77, €My
h={ U 1-r1; U il-ri; U 1-7E 7
yaeha{ i) yrehr{ 8 yzeh;{ A
U {177} U {51} U {—1—yF1}>
V1€ Vi€ VE
VOLUME XX, 2017 1
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U (7 -1 -7, )} h®® =(0.71,0.22,{0.26,0.29} ,{~0.45,-0.55},—0.32,~0.55)
Z:ljl'll iv) Scalar multiplication, 0.5h
C S 0.5h =(0.29,0.63,{0.67,0.71},{~0.84,-0.89},-0.05,0.16)
yﬁgha,{‘(‘m TRTIRTR )}> Proposition 3. Given three HBVNEs, h,h and h, with
7e, <hey p=0.5, thenwe have
i) Product . he Y hy
m®h2—< U {71 7T2} U {7/|1+?/|2 7ﬂ'7|+2}: ) ( ) =(eh)
7T1 hrl 7|1€h|v c)\_(hp ¢
71, €t 7 ipehiy 2) ’D(h )_(h )
U i+ - 3) (h®h,) =h'®h
7R €NR,
e, 4) (h®h) =h'@h’
*Uh; {—(—7{1—7{2 -, )}, 5) p(hl(-BhZ)=phl(-Bph2
e 6) (h®h,) =h’®h’
- - Proofl)
ygghg,{ 7 }/Iz}’ﬁlg,}l,{ 7R 7F2}> Let h=(hy, by, b b b b2 ), we have
= U lerih y bri) U o)
h = - y - ’ -7F 1
iii) Powir ) <7;€h; 4 yieh 7 7ieht 7
S ey
<7¢eh¢ ) o i) U ek U e U {‘1‘7F}>
y;LeJhF{l (- } yTem{ ( ) j} :<hc)p:<ﬁgh;{(l_ﬁ)p}’nghr{1_(7'+)p}’
U{—( }, { p} Y (=Y
nehy 7eehe +LEJh+ 1 (}/F) ' *LeJh* +( 7T) '
Wherep>0 VEENE ) yr€ht ,
iv) Scalar Multiplication U{—(1+7|_) } U{—(lﬂl?) }>
yrek Yyeiy

" <y¢gh1({l+)(1}ﬁ )pi’y(*gh* {Ey} )p} o= <ﬁgh; {1_(1‘%* )p} Y {(ﬁ )p}
sberhafor i
o T (-71) u —(1—(1—(
nehp{ [ ( ) j}> U {—(1—(1—(

“\\?°
U —7F )

where p>0. 7e <he
Example 3. Qc_)nsider Example 2 and given p=0.5, then :(ph)c :< U {(1_7,T+)p=, {1—(7|+)p=

i) Addition yEeht rieht

@h, =(40.87,0.88},0.12,0.14, {-0.4,-0.45, _
o =({ } { +u+{1— 7 "}, U{—l+(—7 )"}
-0.48,-0.54}, —0.37,{-0.55,-0.65}) i<y rrehy

. S _\P 1Y

i) Multiplication U{—(l—l—}/' ) } U{—(l—(—yF )) }>

h ®h, =({0.28,0.32},0.68,0.76, {-0.9,-0.92, yieh e <h

~0.95,-0.96}, 0.03,{-0.05,-0.15}) «(he) =(ph)’ 0
ii) Power, hos Proof2): Similar to the proof of 1) and thus omitted.
Proof3)
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Ifs(h)>s(hy),then b isbiggerthan h,, represented by
h>h, and ifs(hy)=s(hy) , then h isequivalentto h,,
representedby b =h,.

Definition 12. Let h; :<h;j ,h,*j,h;j,h;j,h[j,h;j> be a
family of HBVNEs. A mapping HBVNWA,, : Hn —H is

called hesitant bipolar-valued neutrosophic weighted average
(HBVNWA) operator if it satisfies

n
HBVNWA,, (1, hy.... 1, ) = > ao;h;
=1

< U {“lﬁ(l—fﬁ )} U {ﬁ(mﬁ )}

U er) e
YT
ylfrmearf) e

where @; is the weight of h; (j=12,..,n),e; €[0,1] and
n

D w;=1. Then HBUNWA, (h,h,,..1,) is called
-1

HBVNWA and the results of the aggregation are still
HBVNEs.

Theorem L. Let h, =<h;j,h,+j ,h;j,hT‘j,h,‘j,h;j> be a family

of HBVNNSs. Then,
i) Idempotency
If hj=h for all

HBVNWA, (hy,h,...h, ) =h

j=12,..n, then

i) Monotonicity
If h; sh]-k for all i=12,..,n, then
HBVNWA, (1, ..., 1y ) < HBVNWA, (3, .. b )

iii) Boundedness
j:rlrlzi’?.’n{hj b < HBUNWA, (hy, hy,..h, ) < j:Tgfn{hj}

Proofi):ldempotency
Since h; =h=<hF,h|+,hE,hT_,h|_,hE> forall j, we have

HBVNWAw(hj):Zn:a)jhj
=
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}’ yyhr {(;T )Z }

7 ehy

T

n
Since Za)j =1, we have

J fis

7Eehe

(U bt Yol U )
Ut U b))

U -l )

=(Ubih Utk Ubeh Ul
Uil Ubel)

= (00 b )=
which completes the proof of the Theorem 1i).

Proofii): Monotonicity
Since hﬁ shﬁj*forallj,thenwe have
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n

=Tes) =T T0)"

j=1 j=1

:1—111_1[(1— 7)) ;1_11[(1_ A
ZU{IWﬁfku%ﬁ@ﬁw

7T ehy 7‘FJ- Ehﬁ

Since h*j _h,*j forall j, then we have

nosn”

=[10i)" <10
j=L j=1

- U b= U I
7y, L=t 7iyehi; Ui

Since h;j > h;j* for all j, then we have

+ + o
7R 2 VF

=TT )" =T )
:umm}umwﬂ

7 EhFJ = 7 Eth =
Since hTJ_ > th forall j, we have

Y A S

i i

n ;i n @,
=T10=)" <5
j=1 j=1
n

:‘—lj(-fﬂ [0
- U0 U 16T

rryehy L 0= rryehy LJ=L

Since h,’j zh,’j* forall j, then we have

72 S

=1 )21 ()
=TT )" =TT )
e 0T A § ()
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-yl
H Hl_ljj(l_(‘yrj i ]}

7R <VE R 27E

=1-{7 <15
=TT )" <)

=
n n

:1—13(1—(—#]_ )) ! zl_H(l_(_ij*))w;
RIS ey

) 75%,- {—1(1_1]1!(1_(%] )" ]}]:
o, Hll,_[(l(y)) }

Based on the above analysis, we have
HBVNWA, (1, ..., 1y ) < HBVNWA, (3.1 )

which completes the proof of the Theorem 1 ii).

Proofiii): Boundedness
Similar to the proof of Theorem 1 ii), thus omitted.

Definition 13. Let h; = (¢ hi ,h¢ by .y by ) be a

family of HBVNNs. A mapping HBVNWG, : H, - H is

called hesitant bipolar-valued neutrosophic weighted
geometric (HBVNWG) operator if it satisfies

HBVVG, (1 .= (1)

g ffwar] y e )
U s
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U I G|

U I g i)

(4)

where @; is the weight of h; (j=12,..,n),e; €[0,1] and

=)

n

D w;=1. Then HBVNWG, (hyhy,...h,) s called
j=1

HBVNWG and the results of the aggregation are still
HBVNNSs.
Theorem 2. Let h; =<hﬁhﬁ ,h;j,h;j,hrj,h;j> be a family

of HBVNNSs. Then,
i) Idempotency
If hj=h for all

HBVNWG,, (hy, hy,....h, ) =h

j=12,..n, then

1)) Monotonicity
If h; <hj for all j=12,..,n, then
HBVNWG,, (1, hy, ..., ) < HBYNWG (W] b, 1y

iii) Boundedness
j:Tzi’p_’n{hj } < HBUNWG,, (1, hy,.. 1, ) < j:Tgfn{hj}

Proofi) Idempotency:
since hy =h=(h',h',h¢, by, by he ) forallj, we have

HBVNWGw(hj):ﬁ(hj )”j

-y e} e
[VESICRag:

Qe e

Ut
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)" } , Uh {l—(l—yr )éwj }

e} uHea® )]

n
Since Za)j =1, we have

(U b Q). U o)
U el Y )
Ul

=(Ubih Uil Ubel Ut

U {n} U {re }>
71 €h 7rehe
= (hf by, he b b he ) =h
which completes the proof of the Theorem 21i).

Proofii) Monotonicity:
Since hr*] < hT*j*foraII j, we have

+ + %
AR A

=1(4)" <14
= U {ﬁ(ﬁi )} U {ﬁ(ﬁa*)”’}

riy e, Ui 7y Uit
Since h,*j sh,*j* forall j, we have
no<n
= (17, )2 1-1))

n

ST ) =T T07)"
j=1 1

e NSRS | (S
j=1 j=1
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= {1 H(l ) }s U {1—1_1[(1—yrj*)wj},

;/rj ehrj j=1 }/rj ehrj ]=

Since h;j > h;j* for all j, then we have
E, 2R,
=1-y¢ <l-y

n n

j:l
n n '
:u%mw>}u% |
ey L iA vieng L i
Since hT’J zh;j* forall j, we have

—_ — %k — — %
R A AT

-yl
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Since h,‘j 2h,‘j forall j, we have

noEn < i)

] )

=) <[
:—[m >wq2_[ﬁ<_m

J:

= U
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Since hg, < h;j* forall j, then we have
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Based on the above analysis, we have
HBVNWG,, (1, hy.....h, ) < HBYNWG, (1], by, 1y )

which completes the proof of the Theorem 2 ii).

Proofiii): Boundedness
Similar to the proof of Theorem 2 ii), thus omitted.

IV. PROPOSED METHOD

In this section, an approach is developed to solve MCDM
problem under the hesitant bipolar-valued neutrosophic
environment. Let A={AA, .. A} and

Cj Z{Q,Cz,-..,cn} be a set of alternatives and attributes

respectively. An evaluation is collected with hesitant bipolar-
valued neutrosophic elements, h, which represents the
decision makers’ judgment on i-th alternative with respectto
j-thattribute. The general decision matrix form s as below:

h11 hz1 hml
O=(h),, | T
h, B, - h,

The evaluation can be analysed using the HBVNWA or
HBVNWG operators. The algorithms of the proposed
decision-making approach are given as below:

Step 1: Compute the weighted awerage values,
h, = HBVNWA, (hy, hiz,....hy,) by using the HBVNWA
operator in (3) or the weighted geometric values,
h; = HBVNWG,, (hy, h,,....hy,) by using the HBVNWG
operatorin (4).

Step 2: Calculate the score function s(hy )(i
each A (i=12,..,m) by using (2).

Step 3: Rank the alternatives indescendingorder basedonthe
obtained score function.

The general proposed methodology is illustrated in Figure 1.

=1,2,3,4) for
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Linguistic evaluation

v

Construct the decision making matrix

v

Aggregate by using HBVNWA or HBVNWG
operators

v

Calculate the score functions

v

Rank the alternatives

v

FIGURE 1. Framework of the proposed method.

V. NUMERICAL EXAMPLE

In this section, we present an example adopted from Ye [31]
where MADM problem under hesitant bipolar-valued
neutrosophic environment is involved. This application is
essential to showthe applicability of the developed decision-
making approach.

There is an investment company that wants to invest a sum of
money to the best option by considering four alternatives

which are a car company (A ), a food company (A;), a
computer company (A;) and an arms company (A, ). There
is apanel who is invited to made decision according to a set of
attributes:  the risk (c;); the growth (c,)and the

environmental impact (). The weights of attribute are
=(0.35,0.25,0.4)".

The decision-making evaluation of the alternatives based on
the set of attributes c;(j=123) is obtained via

questionnaire of a panel. The evaluation information is
represented in the form of HBVNESs. Then, accordingto the
proposed MADM approach, we have

TABLE 1. The HBNVS decision making matrix, D

A Ao

VOLUME XX, 2017

a  ({0506},{0203}, ({0.6,0.7},{0.1,0.2},
{0.3,04},-04,-0.2, {0.2,0.3},{-0.2,-0.3},
{-0.4,-0. 5}> -0.2,-0.7)

¢ (05{0.1,03}, ({0.6,0.7},{0.1,0.2},

{- 0.2,—0.3}, {0.2,03},{-0.2,-0.3},
-0.7,{-0.4,-0.6}) -0.2,-0.7)

c3  (024{020.3},{05,0.6}, ({0.3,0.6},{0.3,05},0.1,

-05,-08,{-0.1,-03}) -0.2,-0.3,-0.7)
A Ay

a  ({0.306},02,04, (0.7,{0,0.1},{0.1,0.2},
{-0.3,-0.4},{-0.2,-0.3},-0.5) -02,-0.1,{-0.7,-0.8})

¢z ({05,0.6},{0.2,0.3}, (0.6,0.1,{0.1,0.3},-0.2,
0.4,-0.3,-0.7,-0.7) -08,{-0.6,-0.7})

c3  ({0506},0302 (0.4,03{0.1,0.2},

{-0.1,-0.3},-0.6,-0.4) {-0.,-02},-07,-03)

A. THE HBVNS DECISION MAKING PROCEDURE
Step 1: Compute h, = HBVNWA, (hy,h,,hiz, by ) for each
A (i =123 4) . Based on the aggregation operator in (3), we
have

0.17 0.19,0.2,0.22,}

n= <{0'36' 0.4} ’{0.23, 0.26,0.26,0.3

(0.33,0.36,0.37,0.4},{~0.37,-0.41},

06| 0:29.-0.34,-036,-0.36,
7"1-0.4,-0.4,-0.42,0.46

0.5,0.53,0.55,0.56,| (0.16,0.18,0.19,0.2,
0.6,0.64,0.63,0.66 | ' |0.23,0.24,0.24,0.29

0.15,0.17,] (-0.2,-0.22,
,—0.5,-0.7

0.17,0.19 |']-0.23,-0.26 "

hy = <{o44047049051

0.54,0.56,0.58,0.6

-0.19,-0.21,
-0.3,0.33

} (0.24,0.26},0.3,

} {-0.53,-0.55}, —0.53>

.1,0.13,0.13,0.1
=(0.57,{0,0.16}, 0.1,0.13,013,0.13 ,
0.17,0.17,0.17,0.22

—0.55,-0.58,
0.61,-0.63

Step 2: Calculate the score function s(hy)(i

-0.15,-0.2}, 06{

=1,2,3,4) for
each A (i=12,3,4). By applying the score functionin (2),
we have
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s(h)=0570,
s(hy)=0.727.
Step 3: Accordingto the obtained score functions, we can rank
the alternatives indescendingorderas A, > A, > A, > A .

With similar computation, the final ranking result when
utilizing the HBVNWG operatoris A, > A, > A; > A . The

best alternative when utilizing the HBVNWA operatoris A,
while HBVNWG operator is A, . The worst alternative is
always A when using either HBVNWA or HBVNWG
operators.

s(h,)=0.695, s(h;)=0629 and

B. COMPARATIVE ANALYSIS

A comparative analysis is presented to verify the feasibility of
the proposed decision-making method. Based on the same
example from Ye [31], the proposed HBVNS decision-
making method is compared to the existing methods under
different information; intuitionistic fuzzy set (IFS), interval-
valued IFS (IVIFS), interval-valued Pythagorean fuzzy set
(IVPFS), simplified neutrosophic set (SNS), interval-valued
neutrosophic set (INS) and single-valued neutrosophic
hesitant fuzzy set (SVNHFS). Table 2 shows the
characteristics and ranking order of the existing group decision
making methods compared to the proposed method.

TABLE 2. The comparison with the existing methods

Method Characteristics Set Ranking Order
Correlation v Dual IFS Po>PAr>Pg> A
coefficient membership
[32] degrees
IVIFWA [33] v Dual interval IVIFS Po>A>PAg>A

membership

degrees
IVPFWA v Larger space to  IVPFS >N >PM>A
[34] dualmembership

degrees
GSNNWA v Indeterminate SNS A>P>P>A
GSNNWG membership A>P>PM>A
[35] degree
Similarity v Interval INS A>h>M>A
measures [36] indeterminate Po>M>Ag>A

membership

degree
SVNHFWA v Hesitant SUWNHFS  A1>Ap>M>A
SVNHFWG indeterminate Po>M>Ag>A
[31] membership

degree
HBVNWA v Indeterminate HBVNS A >Po>Pg>A
HBVNWG membership Po>M>Ag>A

degree

v Hesitant
membership
degrees

VOLUME XX, 2017

v Bipolar
membership
degrees

Ye [32] developed a group decision making method using the
correlation coefficient method under dual membership
degrees of IFS. Ye [33] extended the IFS by introducing
interval-valued IFS where the dual membership degrees are
applied in interval form. Interval-valued Pythagorean fuzzy
weighted average (IVPFWA) was developed by Garg [34] to
aggregate the interval-valued Pythagorean fuzzy numbers
which are also based on IFS. From the characteristic column
in Table 2, it can be seen that the existing group decision
making methods were improvisedbased onthe basic fuzzy set
with its well-known characteristic of single membership
degrees. Howewver, the proposed decision making method
generalizes the above existing methods as it combines three
important features which are the indeterminate membership
degree, hesitant membership degree and bipolar membership
degree. The obtained ranking order of the proposed method is
A > A, > Ay > A when using HBVNWA operator and

A, > A, >As>Awhen using HBVNWG operator. In

general, the obtained results of the proposed method are quite
close to the ranking results of the existing methods where the

firstand second ranking order are alternate between A, and

A, while the third and fourth ranks are consistent. On the

other hand, the obtained results of the proposed decision
making methods are consistent with Ye [31]. This is because
both methods shared similar characteristics of the
indeterminate and hesitant membership degrees. In addition,
both methods used the weighted averaging and weighted
geometric operators in their method development.
Nevertheless, the proposed method with HBVNS is more
practical compared to the other existing group decision
making methods as it can consider the bipolar judgmental
thinking of positive and negative sides of the problem.
Apparently, the proposed method under HBVNS environment
is easy and practical to be used in solving the multi-criteria
decision making problems as it emphasizes the bipolarity,
hesitancy, indeterminacy and fuzziness information.
Moreover, the proposed HBVNS is a generalized form of IFS,
IVIFS, SNS, INS and SVNHFS.

VI. CONCLUSION

This paper has successfully established a concept of hesitant
bipolar-valued neutrosophic set (HBVNS) by combining the
hesitant fuzzy set and the bipolar neutrosophic set. There are
several significant features of the proposed set. First, it is
practical insolving bipolar, hesitantand indeterminate multi-
criteria decision making problems. By adopting the
characteristics of the hesitant fuzzy sets, the proposed set
provides a lenient way of judgmental process instead of
apprehensive typical concrete judgments. Apart from that,
the importance of bipolar judgmental thinking during the
judgment process can be considered by using the proposed
HBVNS. Secondly, some basic properties of HBVNS such
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as the operational laws, union, intersection and complement
are studied. The proposition related to the proposed
properties is investigated and proved. Thirdly, this paper
proposed two aggregation operators which are the
HBVNWA and HBVNWG operators to aggregate the
hesitant bipolar-valued neutrosophic elements (HBVNES). A
few important desirable properties of aggregation operators
have been proved. A MADM method is developed under the
hesitant bipolar-valued neutrosophic environment, in which
the evaluation values are in the form of HBVNEs. The
proposed HBVNWA and HBVNWG operators can be
applied to obtain the best alternative. A numerical example
is given and a comparative analysis is conducted to showthe
applicability and feasibility of the proposed approach. The
proposed MADM method under the hesitant bipolar-valued
neutrosophic environment can be utilized in dealing with the
bipolar, indeterminate and hesitant decision making
especially in solving the real scientific and engineering
problems. For future work, more MADM methods can be
developed based on HBVNS to solve real applications inthe
areas such as the support system, expert system and
information fusion system.
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